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Abstract

We propose the use of surfac esubdivision as adap-

tive and higher-order boundary elements for solving

a Helmholtz partial di�er ential equation to calculate

accur ate acoustics scattering on arbitr ary manifolds.

Such acoustic transfer functions prove useful for de-

signing and tuning hearing aid devices for he aring im-

paired individuals. The number of unknowns of the dis-

cretized linear system is the same as that in a line ar

element approach. Our results show that the accur acy

of the subdivision approach is much better than that of

the line ar element approach.

Key words: Helmholtz equation, Surface subdivision,
Boundary element method.

1 Introduction

We solve a Helmholtz partial di�erential equation for
calculating acoustics scattering on arbitrary manifolds.
The acoustics scattering calculation allows the deter-
mination of the acoustic pressure on the ear drum, cor-
responding to di�erent locations of sound and multiple
di�erent frequencies. Such acoustic transfer functions
pro ve usefulfor designing and tuning hearing aid de-
vices for hearing impaired individuals. The tuning is
especially challenging in the case of young children with
whom a trial and error approach is not possible.
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For the acoustics pressure calculation, the partial dif-
feren tial equation (PDE) de�ned in a 3D domain is
reformulated as an in tegral equation over the domain
boundary (surface) and then converted to a variational
form. The problem is �nally solved by Galerkin approx-
imations. While a boundary element modeling (BEM)
approach is eÆcient because it converts a 3D problem
in an in�nite domain into one over a boundary sur-
face in 3D. How ev er,from a numerical computation
point of view, using BEM is rather challenging. The
diÆculty comes from the evaluation of the singular in-
tegration over the boundary surface. The singular in-
tegration appears when the PDE is con vertedto the
in tegral equation and the variational form. The ker-

nel of the singular integration is in the form of @�(x;y)
@n(y)

(see (2.7) and (2.11)), where �(x; y) = eikjx�yj

4�jx�yj , n(y) is

the surface normal at y. Hence, the kernel is strongly
singular as O( 1

jx�yj2 ). This makes the numerical eval-

uation of the singular in tegration diÆcult. How ev er,
if the domain surface is at least C1 smooth, the ker-
nel is only weakly singular as O( 1

jx�yj). Here then, the

singular integration is much easier to compute.
We propose using recursiv esubdivision techniques

for the solution of boundary element methods. This
approach has the following attractive features:

1. Both the domain surface and the pressure function
on the surface are de�ned using the same recursive
subdivision technique, the function and surface are
C2 except for some �nite set of points (extraordi-
nary points) where it is only C1 .

2. Both the domain surface and the pressure func-
tion are de�ned in a uniform fashion. This not
only yields ease of implementation, but also make
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the approximations of the domain surface and the
pressure function consistent.

3. Though the number of unknowns of the discretized
system is the same as that of linear element
method, all our experiments show that the accu-
racy of the subdivision approach is much better
than that of the linear element approach.

We should point out that though w efocus our at-
ten tion speci�cally on the Helmholtz equation, the ap-
proach could be applied to other types of PDEs as well,
especially, the problems that require smooth domains.
The rest of the paper is organized as follows. Section

2 reviews the mathematical formulation of the acous-
tics scattering problem, both in the PDE form and its
variational counterpart. Section 3 discretizes the vari-
ational problem by a Galerkin approximation in a gen-
eral functional space. Then in section 4, w edescribe
a kno wnrecursiv e subdivisionscheme over triangular
meshes for modeling the domain boundary surface and
an y function on the surface. In section 5, we compute
the sti�ness matrix including the singular integration
evaluation in the space de�ned by the limit solutions of
the recursiv e subdivision. The �nal section concludes
the paper with examples and comparison with the lin-
ear element solution.

2 Mathematical Formulation

In this section, w ereview the mathematical formula-
tion of the acoustics scattering problem. The prob-
lem is de�ned initially by a partial di�erential equa-
tion (PDE), and then it is reformulated as an integral
equation and �nally it is con vertedto its variational
counterpart. The interested reader is referred to [3, 14]
for more details.

2.1 Partial Di�erential Equation

Let 
 � R
3 denote a bounded domain with boundary

surface � (see Fig 2.1). We require � be a smooth
closed surface. Given an incident pressure �eld pinc

p inc

Fig 2.1: The model of acoustics scattering.

in R3 , w e wish to determine a (complex-valued) total
pressure function

p = pinc + ps in 
̂ = R
3 �
 (2.1)

satisfying the following Helmholtz equation

�p+ k2p = 0 in 
̂; (2.2)

with a rigid boundary condition on �

@p

@n
= 0; (2.3)

and the scattered pressure ps function satisfying the
Sommerfeld radiation condition����@p

s

@R
� ikps

���� = O

�
1

R2

�
for R!1; (2.4)

where i is the imaginary unit, k = 2�f=c is the w ave
number (f is frequency and c is sound velocit y),R is
the distance from the origin and n is the outward unit
normal for the domain boundary �.

2.2 Integral Equation

Since the PDE (2.2) is de�ned in the in�nite domain

̂ and the goal is to �nd the solution on the boundary
�, converting the PDE to an integral equation that is
valid on �, should be naturally more eÆcient. F ollo w-
ing [3], w ereplace Helmholtz equation (2.2) and the
Sommerfeld radiation condition (2.4) with the equiva-
lent Burton-Miller boundary integral equation

1

2
p� Cp+A

@p

@n
+

i

k

�
1

2

@p

@n
+B

@p

@n
+Dp

�

= pinc +
i

k

@pinc

@n
; (2.5)

where the boundary in tegral operators are de�ned as
follo ws:
The single layer potential

Ap(x) =

Z
�

�(x; y)p(y)dS(y): (2.6)

The double layer potential

Cp(x) =

Z
�

@�(x; y)

@n(y)
p(y)dS(y): (2.7)

The adjoint double layer potential

Bp(x) =

Z
�

@�(x; y)

@n(x)
p(y)dS(y): (2.8)

2
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The hypersingular operator

Dp(x) =

Z
�

@2�(x; y)

@n(x)@n(y)
p(y)dS(y): (2.9)

Where �(x; y) = �(r) = 1
4�

eikr

r , with r = jx� yj is the
fundamental solution to the Helmholtz equation and
additionally with derivativ es:

@�(x; y)

@n(x)
= �0(r)

@r

@n(x)
;

@�(x; y)

@n(y)
= �0(r)

@r

@n(y)
;

@2�(x; y)

@n(x)@n(y)
= �00(r)

@r

@n(x)

@r

@n(y)
+ �0(r)

@2r

@n(x)@n(y)
:

The integration (2.6) exists in the usual Lebesgue in-
tegral sense. The in tegrals of (2.7) and (2.8) are de-
�ned in the Cauchy Principle Value (CPV) sense, and
the integral in (2.9) is de�ned using the notion of the
Hadamard �nite part in tegral. For a smooth domain
�, the CPV integrals reduce to the Lebesgue in tegral
as well.

2.3 Variational F ormulation

The integral equation can next be converted to its vari-
ational form and from there a linear problem is ob-
tained via a Galerkin approximation. T o construct the
variational form, we multiply (2.5) by a test function �q,
in tegrate once more over the boundary � with respect
to the variable x, and integrate the hypersingular term
by parts moving one derivativ e to the test function, to
arriv e at the identity

d(p; q) = l(q) (2.10)

for an y admissibleq. Here the sesquilinear and antilin-
ear forms are de�ned as follows:

d(p; q) =
1

2

Z
�

p(x)�q(x)dS(x)

�

Z
�

Z
�

@�(x; y)

@n(y)
p(y)�q(x)dS(y)dS(x)

+
i

k

�Z
�

Z
�

�(x; y) (rotyp(y))
T rotx�q(x)dS(y)dS(x)

� k2
Z
�

Z
�

�(x; y)n(x)Tn(y)p(y)�q(x)dS(y)dS(x)

�
(2.11)

l(q) =

Z
�

pinc(x)�q(x)dS(x)

+
i

k

Z
�

@pinc(x)

@n(x)
�q(x)dS(x) (2.12)

with rotxp = rp� n(x). We may reduce (2.10) to the
standard variational formulation�

Find p 2 H
1

2 (�) such that

d(p; q) = l(q); 8q 2 H
1

2 (�);
(2.13)

whereH
1

2 (�) is the Sobolev space of order 1=2 for func-
tions de�ned on the boundary �.

3 Galerkin Approximation

Based on the variational formulation, the usual
Galerkin approximation can be applied. Given a set
of basis functions of a �nite dimensional sub-space
V h � H

1

2 (�): �i(x); i = 1; � � � ; N , w e in troduce
the following form approximations of the total pressure
p(x)

ph(x) =
NX
i=1

pi�i(x); (3.1)

where pi 2 C are complex unknowns to be determined.
In the variational problem (2.13), taking p = ph, q = �i
for i = 1; � � � ; N , we obtain the linear system

NX
i=1

dikpi = lk; k = 1; � � � ; N; (3.2)

where

dik = d(�i; �k); i; k = 1; � � � ; N;

lk = l(�k); k = 1; � � � ; N
(3.3)

are constants. Note that, in con trast to the �nite
element case, the coeÆcient matrix of (3.2) is dense
even though �i is locally supported. Solving system
(3.2), w e are able to compute the required approxi-
mate solution. Hence the solution to the Helmholtz
equation under the given boundary and radiation con-
ditions reduces to the computation of the coeÆcient
matrix and the right-handed side. Let surface � be
expressed as the union of triangular patc hes(ho w to
de�ne these patches is the topic of the next section)
ei; i = 1; � � � ;M . The single and double integrationsR
� � dS(x) and

R
�

R
� � dS(y)dS(x) in (2.11)-(2.12) could

be expressed as

MX
s=1

Z
es

� dS(y)dS(x);

MX
s=1

MX
t=1

Z
es

Z
et

� dS(y)dS(x)

(3.4)
respectively. The integrals in (3.4) are computed by a
certain numerical quadrature rule. Hence several sur-
face points and normals in each patch ei need to be
evaluated. Therefore, our remaining questions are: (a)
What patches should we use to represent the boundary
surface �? (b) What is a suitable �nite-dimensional
pressure function space V h and its compactly sup-
ported basis functions �i?
The surface representation should facilitate the eval-

uation of the surface points and surface normals. The

3
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basis functions are required to be local support to sim-
plify the computation. In [14 ] triangularC1 A-patches
[1], were used to smoothly model the domain boundary.
In this paper, � shall be de�ned by the limit surface of
a known recursive subdivision scheme. The basis func-
tions �i for the pressure function are de�ned by the
same recursive subdivision rule. Discussions on the se-
lected subdivision scheme will be the topic of the next
section.
In the following, we shall assume the input for � is a

triangular mesh consisting of M triangles fTig
M
i=1 and

N vertices fvig
N
i=1. F or eac hTi, w eshall construct a

curv ed smooth triangular surface patch ei, which inter-
polates the three vertices of Ti and the union of all ei
is a smooth representation of �.

4 Recursive Subdivision of Tri-

angular Meshes

We shall discretize the variational problem (2.13) in a
function space which is de�ned by the limit of Loop's
recursiv e subdivision. This section describesonly the
relevan t results on surface subdivision. It will be clear
soon that these results are valid on the subdivision of
functions de�ned on surfaces.
Subdivision schemes generate smooth surfaces via a

limit procedure of an iterative re�nement starting from
an initial mesh which serves as the control mesh of the
limit surface. Sev eralsubdivision schemes for gener-
ating smooth surfaces ha vebeen proposed. Some of
them are interpolatory, i.e., the v ertex positions of the
coarse mesh are �xed, and only the newly added vertex
positions need to be computed (see e.g., [7] for quadri-
lateral meshes, [5, 16 ] for triangular meshes), while
others are approximatory (see e.g., [2, 4] for quadri-
lateral meshes, [8] for triangular meshes, [9] for general
polyhedra). These approximatory subdivision schemes
compute both the old and new vertex positions at each
re�nement step. Generally speaking, approximatory
schemes produce better quality surfaces than those pro-
duced by interpolatory schemes. Hence, in this work,
w eshall use an approximating scheme for triangular
meshes proposed by Loop [8]. This scheme produces
C2 limit surfaces except at a �nite number of isolated
(extraordinary) points where the surface is C1 ([10]).
For Loop's scheme, a closed form and fast method

exists for evaluating the limit surfaces and its normals
at any parameter value (see [13]), especially needed for
the numerical computation of the area-integrals. Of
course, any other scheme that supports fast exact eval-
uation can be used here. F or instance, Catmull-Clark's
scheme (see [12]) for quadrilateral meshes can serve us
equally well. The choice of triangular or quadrilateral

subdivision scheme can be left to favour the type of the
input domain representation.

4.1 Loop's Subdivision Scheme

In Loop's subdivision scheme, the initial control mesh
and the subsequent re�ned meshes consist of only tri-
angles. In a re�nement step, each triangle is subdivided
linearly into 4 sub-triangles. Then all the vertex posi-
tions of the re�ned mesh is computed as the weigh ted
average of the vertex positions of the unre�ned mesh.
Consider a vertex xk0 at lev elk with neighbor vertices
xki for i = 1; � � � ; n (see Fig 4.1), where n is the valence
of v ertexxk0 . The coordinates of the newly generated
vertices xk+1i on the edges of the previous mesh are
computed as

xk+1i =
3xk0 + 3xki + xki�1 + xki+1

8
; i = 1; � � � ; n; (4.1)

where index i is to be understood modulo n. The old
vertices get new positions according to

x k+1

x kx k

x k x k

x k

x kx k

0

1

2

34

5

6

x k+1 x k+1

x k+1

x k+1x k+1

x k+1

4 3

2

1

0

6

5

Fig 4.1: Re�nement of triangular mesh around a vertex.

xk+10 = (1� na)xk0 + a
�
xk1 + xk2 + � � �+ xkn

�
; (4.2)

where a = 1
n

h
5
8 �

�
3
8 +

1
4cos

2�
n

�2i
. Note that all newly

generated vertices ha vea valence of 6, while the ver-
tices inherited from the original mesh at level zero may
ha ve a valence other than 6. The former case is refereed
to as ordinary and the latter case is referred as extraor-
dinary. The limit surface of Loop's subdivision is C2

ev erywhere except at the extraordinary points where it
is C1 [8].

4.2 The Limit Surface Corresponding

to Vertices

Let x00 be a vertex with x0i , i = 1; � � � ; n, being the
1-ring neighbor vertices of the initial mesh. Then all
these v ertices converge to a single position

(a00)
T = (1�nl)x00+ l

nX
i=1

x0i ; l = 1=(n+3=8a) (4.3)

4
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as the subdivision step goes to in�nity. This means
that we can evaluate the limit position of the surface at
an y �nite subdivision level and at any vertex b y simply
averaging the vertex and its neighbors. The surface
tangents corresponding to the edges [x00x

0
j ] around x00

are given by the following formula

tj+1 = cos

�
2�j

n

�
a01 + sin

�
2�j

n

�
a0n�1

for j = 0; � � � ; n� 1, where

a01 =
2

n

n�1X
i=0

cos

�
2�i

n

�
x0i+1;

a0n�1 =
2

n

n�1X
i=0

sin

�
2�i

n

�
x0i+1:

4.3 Evaluation of Regular Surface

Patches

T o obtain a local parameterization of the limit surface
for each of the triangles in the initial control mesh, we
choose (�1; �2) as tw oof the barycentric coordinates
(�0; �1; �2) and de�ne T as

T = f(�1; �2) 2 R
2 : �1 � 0; �2 � 0; �1 + �2 � 1g:

The triangle T in the (�1; �2)-plane may be used as a
master element domain. Consider a generic triangle
in the mesh and introduce a local numbering of ver-
tices lying in its immediate 1-ring neighborhood (see
Fig 4.2). If all its v ertices have a valence of 6, the re-
sulting patc hof the limit surface is exactly described
by a single quartic box-spline patch, for which an ex-
plicit closed form exists [13]. We refer to such a patch
as regular. A regular patc his con trolledby 12 basis
functions:

x(�1; �2) =

12X
i=1

Ni(�1; �2)xi; (4.4)

where the label i refers to the local numbering of the
vertices that is sho wnin Fig 4.2. The surface within
the shaded triangle in this �gure is de�ned by the 12
local control vertices. The basis Ni are given as follows
(see [13 ]):

N1 =
1
12 (�

4
0 + 2�30�1);

N2 =
1
12 (�

4
0 + 2�30�2);

N3 =
1
12

�
�40 + �41 + 6�30�1 + 6�0�

3
1 + 12�20�

2
1

+ (2�30 + 2�31 + 6�20�1 + 6�0�
2
1)�2

�
;

N4 =
1
12 [6�

4
0 + 24�30(�1 + �2)

+ �20(24�
2
1 + 60�1�2 + 24�22)

+ �0(8�
3
1 + 36�21�2 + 36�1�

2
2 + 8�32)

+ (�41 + 6�31�2 + 12�21�
2
2 + 6�1�

3
2 + �42)];

(4.5)

12

6
78

9

3
4

10
11

12

5

u = 0

v = 0 w = 0 

u = 1

v = 1w = 1

Fig 4.2: The vertex numbering of a regula r patch with 12

control points. A regula r patch is de�ned over the shaded

triangle.

where (�0; �1; �2) are barycentric coordinates of the
triangle with vertices numbered as 4; 7; 8, and �0 =
1 � �1 � �2. Other basis functions are similarly de-
�ned. F or example, replacing (�0; �1; �2) by (�1; �2; �0)
in N1; N2; N3; N4, we get N10; N6; N11; N7. Replacing
(�0; �1; �2) by (�2; �0; �1) we get N9; N12; N5; N8.

4.4 Evaluation of Irregular Surface

Patches

If a triangle is irregular, i.e., at least one of its vertices
has a valence other than 6, the resulting patch is not a
quartic box spline. We assume extraordinary vertices
are isolated, i.e., there is no edge in the control mesh
suc h that both its vertices are extraordinary. This as-
sumption can be met by subdividing the mesh once.
Under this assumption, an y irregular patc hhas only
one extraordinary vertex. For the evaluation of irregu-
lar patches, we use the scheme proposed by Stam [13].
In this sc heme the mesh needs to be subdivided repeat-
edly until the parameter values of interest are interior
to a regular patch. We now summarize the central idea
of Stam's scheme. First, it is easy to see that each sub-
division of an irregular patc hproduces three regular
patc hes and one irregular patch (see Fig 4.3).

1

2

3

4

n+1

n+2

n+3

n+4

n+5

n

n+6

1

2

3

4

n n+1

n+2

n+3

n+4

n+5
n+6

n+7

n+8

n+9

n+10

n+11

n+12

v

w

v

w

v

w

v

w

Fig 4.3: The vertex with empty circle is extrao rdina ry.After

one subdivision step, the irregular patch (da rk shaded triangle)

is split into one irregular patch (smaller dark shaded triangle)

and three regular patches (unshaded parts).

5
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T1

T 1

T 2

T 2

T 3

T 3

1

1

1

2

2

2

v

w

Fig 4.4: Re�nement in the parametric space, where

(u; v; w) = (�0; �1; �2) is the ba rycentric coo rdinates of the

triangle.

Repeated subdivision of the irregular patch produce
a sequence of regular patc hes. The surface patch is
piecewise parameterized as shown in Fig 4.4. The sub-
domains T k

j are given as follows:

T k
1 = f(�1; �2) : �1 2 [ 1

2k
; 1
2k�1 ]; �2 2 [0; 1

2k�1 � �1]g;

T k
2 = f(�1; �2) : �1 2 [0; 1

2k
]; �2 2 [ 1

2k
� �1;

1
2k
]g;

T k
3 = f(�1; �2) : �1 2 [0; 1

2k
]; �2 2 [ 1

2k
; 1
2k�1 � �1]g:

These subdomains are mapped onto T by the transform

tk;1(�1; �2) = (2k�1 � 1; 2n�2); (�1; �2) 2 T k
1 ;

tk;2(�1; �2) = (1� 2k�1; 1� 2k�2); (�1; �2) 2 T k
2 ;

tk;3(�1; �2) = (2k�1; 2
k�2 � 1); (�1; �2) 2 T k

3 :

Hence T k
j form a tiling of T except for the point

(�1; �2) = (0; 0). The surface patch is then de�ned by
its restriction to each triangle

x(�1; �2)jTk
j
=

12X
i=1

xk;ji Ni(tk;j(�1; �2)) (4.6)

for j = 1; 2; 3; k = 1; 2; � � �, where xk;ji are the properly
chosen 12 con trolvertices around the irregular patc h
at the level k that de�ne a regular surface patch. Us-
ing the vertex n umbering and local coordinate system
shown in Fig 4.3, it is easy to see that the three sets of
control vertices are

fxk;1i g12i=1= [xk3 ; x
k
1 ; x

k
n+4; x

k
2 ; x

k
n+1; x

k
n+9; x

k
n+3;

xkn+2; x
k
n+5; x

k
n+8; x

k
n+7; x

k
n+10];

fxk;2i g12i=1= [xkn+7; x
k
n+10; x

k
n+3; x

k
n+2; x

k
n+5; x

k
n+4;

xk2 ; x
k
n+1; x

k
n+6; x

k
3 ; x

k
1 ; x

k
n];

fxk;3i g12i=1= [xk1 ; x
k
n; x

k
2 ; x

k
n+1; x

k
n+6; x

k
n+3; x

k
n+2;

xkn+5; x
k
n+12; x

k
n+7; x

k
n+10; x

k
n+11]:

Hence, the main task is to compute these control ver-
tices. As usual, the subdivision around an irregular
patch is formulated as a linear transform from the level

(k� 1), 1-ring vertices of the irregular patch to the re-
lated level k vertices, i.e.,

Xk = AXk�1 = � � � = AkX0;
~Xk+1 = ~AXk = ~AAkX0;

where

Xk = [xk1 ; � � � ; x
k
n+6]

T ;
~Xk = [xk1 ; � � � ; x

k
n+6; x

k
n+7; � � � ; x

k
n+12]

T ;

and A and ~A are de�ned by the subdivision rules.
Hence, k + 1 subdivisions lead to the computation of
Ak . When k is large, the computation can be very
time consuming. A no vel ideaproposed by Jos Stam
is to use the Jordan canonical form A = SJS�1. The
computation of Ak reduces to the computation of Jk,
which makes the cost of the irregular patch computa-
tion nearly independent of k and hence very eÆcient.
The beauty of the scheme is that explicit forms of both
S and J exist. We refer to [13] for details.

4.5 Basis F unctions and Classi�cation

of Patches

For each vertex xi of a control mesh �d, we shall asso-
ciate with a hat basis function �i, where �i is de�ned
by the limit of the Loop's subdivision, with zero control
values everywhere except at xi where it is one (see Fig.
4.5.a). Hence the support of �i is local and it covers the
2-ring neighborhood of vertex xi. Let ej , j = 1; � � � ;mi

be the 2-ring neighborhood elements. Then if ej is reg-
ular, the explicit box-spline expression as in (4.4) exists
for �i on ej . Using (4.5), we could derive the BB-form
coeÆcients for basis �i (see Fig. 4.5.b). All these coef-
�cients ha ve a factor 124 . Hence, the function value at
xi is

1
2 . These expressions could be used to evaluate �i

in forming the linear system (3.2). If ei is irregular, lo-
cal subdivision, as described in x4.4, is needed around
ei un til the parameter values of interest are interior to
a regular patch.
Using the basis f�ig, the limit surface of Loop's sub-

division is expressed as � =
P

xi�i(x). How ev er, eac h
triangular surface patch of � is de�ned locally by only
a few related basis functions, since the support of the
basis functions is compact. F or a triangle [xixixk], the
related basis functions that de�nes the surface patch
over the triangle are uniquely determined by the va-
lences ni, nj and nk, here ni, nj and nk are the va-
lences of vertex xi, xj and xk, respectively. Hence, tw o
triangles that ha vethe same valence for eac h of the
three vertices, will ha vethe same set of related basis
functions. T o reduce the computation costs of evaluat-
ing these functions in the numerical integration, trian-
gles are classi�ed into categories according their vertex
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Fig 4.5: (a). Numbered 2-ring neighborhood elements of

vertex xi. The vertex numbers in circles are the control coeÆ-

cients which also de�ne the basis �i. (b). The quartic B �ezier

coeÆcients (each has a factor 1=24) of the basis function. The

coeÆcients on the other �ve macro-triangles are obtained by

rotating the top macro-triangle around the center, to the other

�ve positions.

valences. All members in one category will ha vethe
same vertex valences, hence the same set of related ba-
sis functions. F or one category of patches, we only need
to evaluate the basis functions once. Using depth �rst
searc h, the classi�cation can be computed within linear
time.

4.6 The Initial Control Mesh

Suppose w e are giv en a surface triangulation for �.
Since Loop's subdivision scheme is not interpolatory,
the limit surface of the subdivision starting from any
given triangulation will not interpolate the original ver-
tices. Therefore, w eneed to de�ne an initial con trol
mesh so that the limit surface of the subdivision, start-
ing from this control mesh, interpolates the vertices of
the input triangulation. Using formula (4.3), we have

(1� nili)xi + li

niX
j=1

xkj = vi; i = 1; � � � ; N; (4.7)

where xkj is the 1-ring neighborhood of xi, vi is the in-
put vertex that is on the boundary surface �, xi are the
unknown positions to be determined. ni is the valance
of v ertexxi, and li = 1=(ni + 3=8a). Solving the sys-
tem (4.7), we get xi's. Equation (4.7) is N�N system,
where N may be large. The linear system is sparse and
one may solve the system by an iterative method, e.g.,
Jacobi iterative method. We even do not need to store
the matrix since its elements could be easily computed
during the iteration. A good initial value of x0i for the
iteration could be vi.

5 The Linear System

The pressure function to be determined on � is de�ned
by the limit of Loop's subdivision scheme, that is the
same recursiv escheme for constructing the boundary
surface �. Letting the basis of the limit function at
vertex xi be �i(x), we have the pressure function

ph(x) =

NX
i=1

pi�i(x) (5.1)

where pi are the unknowns to be determined. Then the
linear system (3.2) is generated using the following C
style pseudo code:

for (k = 1; k <= N; k++) f

for (i = 1; i <= N; i++) f
dik = 0;

for (s = 1; s <= mk; s++) f
for (t = 1; t <= mi; t++) f

dik = dik +Deset (�i; �k);

g
g

g
lk = 0;

for (s = 1; s <= mk; s++) f
lk = lk + les(�k);

g
g

where Deset(p; q) is de�ned as d(p; q), but the double
in tegration domain is replaced by (es; et) for (x; y) vari-
ables, respectively. In a similar fashion, les(p) can be
determined.

5.1 Numerical Integration

It follows from the sesquilinear and an tilinear forms
(2.11){(2.12) that w eneed to handle tw otypes of in-
tegrals. The �rst type is where the in tegrand is a
bounded function (non-singularity). These integrals
appear in (2.11){(2.12) as single integrals or outer inte-
grals of the double integrals. The second type is where
the in tegrand has a singularity due to the function �,
which includes the factor 1

kx�yk . These in tegrals ap-

pear in (2.11) as inner integrations.

Nonsingular in tegration. We have mentioned that
the n umber of unknowns of our BEM is the same as in
the linear element approach. It has been sho wnthat
the space spanned by Loop's basis functions has linear
accuracy [15]. Hence the full order of the approxima-
tion error of the BEM solution is O(h2), where h is the
mesh size which could be de�ned as the maximal length
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--nonsingular integrationOutter domain

--singular integrationInner domain --near singular integrationInner domain

Fig 5.1: An adaptive mesh around singular and nea rly singula r

points and linear numerical integration for k = 1, p = 1,s = 2.

The dots are the integration points.

of the edges. F or the nonsingular integration, the inte-
gration over a triangular surface patch is computed by
subdividing the patc huniformly into 4k sub-patches.
Over each sub-patch, a one-point Gauss quadrature
rule is used. It is well known that the one-point Gauss
quadrature rule has error of the order O(4�kh2) over
a triangle that has size 2�kh. We subdivide the patch
k times to make the in tegration have accuracy better
than that could be achieved by the BEM, so that the
error of the BEM solution is not controlled by the er-
ror of n umerical integration. Another reason we use a
one-point Gauss quadrature rule based on the uniform
partition of the domain triangle is that the uniform
node distribution of the quadrature rule makes the in-
tegrand of the near-singular integration behavior better
(see next paragraph).

Singular Integration. Note that a surface point x
on ei for an outer integration becomes a singular point
for an inner integration, if the point x is located on the
domain ej at the inner integration. Otherwise, the in-
ner integration is not singular. How ev er, if the point x
for an outer integration is near the domain ej , the in-
tegrand of the inner integration is nearly singular since
kx� yk could be small for y 2 ej .
F or the singular and nearly singular integration, we

adopt an adaptive in tegration strategy (see Fig 5.1).
That is a �ne adaptive mesh around the singular point
is created by repeated subdivision. The density of the
mesh increases linearly tow ardsthe singular points.
Over each sub-element of the adaptive mesh, linear
in tegration or q-version1 adaptive Gauss in tegration
could be used (see [11]). In the q-version adaptive inte-
gration, the algebraic precision is linearly decreasing to-

1Since p = pressure, we substitute the popular terminology
for higher order methods from p-version to q-v ersion

w ards the singular point with slope � � 1. Sc hw ab [11]
has proved that such a tec hnique has exponential con-
vergence rateO(exp(�bN1=3)), where N is the number
of in tegrand evaluations and b > 0 is a constant.
We have experimented with a set of numerical inte-

gration schemes in the q-version over triangles. These
include one point, three points, four points, six points
and sev en points rules. Table 5.1 summarizes these
rules with coordinates, weights and algebraic precision.
T able 5.2 lists the errors of the solution of the BEM for
k = 1; 2; 3, q = 1; � � � ; 5 and s = 1; � � � ; 7. The domain
surface is the unit sphere discretized as 1280 triangu-
lar patc hes. pinc = e2xi. For such a domain and the
giv enpinc, analytic solution for the total pressure dis-
tribution is available (see [6]). The errors in the table
are de�ned by

pP
j~pi � pij2=n, where ~pi and pi are

the computed and the exact solutions, respectively, at
the i-th vertex, and n is the number of vertices. It can
be seen from the tables that the errors become stable
when s � 6 and q � 4 for each k. For k � 3, the
computation is very in tensiv e. Hence, in general, w e
choose (k; q; s) = (2; 4; 6).

6 Comparison and Conclusions

T o sho w the proposed method is correct and eÆcient,
w e compute the pressure functionp for a sphere domain
and a planar w avepinc = eikx. F or a sphere domain
and this pinc, an analytic solution is available (see [6]).
T able 6.1 gives the errors of the computed solutions to
the exact solution, for di�erent surface resolutions (32,
128, 512, 2048 triangles) of the unit sphere. In this
table, errors are computed by using both Loop basis
functions and linear basis functions in our Galerkin ap-
pro ximation.The errors show that the approach based
on Loop basis functions is muc h better than that of the
linear basis functions.
We also compared the computation times of our

method with that of linear elements for the same num-
ber of unknowns. How ever, for each surface patch, the
linear element approach has fewer related non-zero ba-
sis functions than Loop basis functions. Hence, com-
puting the sti�ness matrix for the linear element ap-
proach uses somewhat less computation time. The last
column of Table 6.1 shows the computation times for
computing the sti�ness matrix and for solving the lin-
ear system for both linear and Loop basis function ap-
proaches. These computations w ere conducted on a
SGI Onyx2, using a single R12k processor.
Finally, w epresent in Fig 6.1 the computed acous-

tics pressure distribution over a h uman head.The left
�gure is the geometric model of the head. The mid-
dle and the right �gures are the iso-contour plot of the
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T able 5.1:Numerical Integration over triangles. (1� vi �wi; vi; wi) are the barycentric

coo rdinates of the nodes. Wi are the summation w eight factors. The second row q

represents the algebraic p recision.

q 1 2 3 4 5
v1 0.3333333333 0.0 0.1333333333 0.8168475729 0.05961587
v2 0.5 0.1333333333 0.0915762135 0.47014206
v3 0.5 0.7333333333 0.0915762135 0.47014206
v4 0.3333333333 0.1081030181 0.79742699
v5 0.4459484909 0.10128651
v6 0.4459484909 0.10128651
v7 0.33333333
w1 0.3333333333 0.5 0.7333333333 0.0915762135 0.47014206
w2 0.0 0.1333333333 0.8168475729 0.05961587
w3 0.5 0.1333333333 0.0915762135 0.47014206
w4 0.3333333333 0.4459484909 0.10128651
w5 0.1081030181 0.79742699
w6 0.4459484909 0.10128651
w7 0.33333333
W1 1.0 0.3333333333 0.5208333333 0.1099517436 0.13239415
W2 0.3333333333 0.5208333333 0.1099517436 0.13239415
W3 0.3333333333 0.5208333333 0.1099517436 0.13239415
W4 -0.5625 0.2233815896 0.12593918
W5 0.2233815896 0.12593918
W6 0.2233815896 0.12593918
W7 0.225

T able 5.2:Erro rs of BEM solutions for k = 1; 2; 3, q = 1; � � � 5 and s = 1; � � � ; 7.

k = 1 s=1 s =2 s =3 s = 4 s = 5 s = 6 s = 7
q=1 0.0236 0.0116 0.00692 0.00492 0.00405 0.00401 0.00369
q=2 0.0235 0.0115 0.00675 0.00476 0.00391 0.00372 0.00343
q=3 0.0232 0.0112 0.00655 0.00460 0.00376 0.00338 0.00352
q=4 0.0226 0.0105 0.00580 0.00380 0.00298 0.00267 0.00260
q=5 0.0226 0.0105 0.00578 0.00386 0.00308 0.00279 0.00254

k = 2 s=1 s =2 s =3 s = 4 s = 5 s = 6 s = 7
q=1 0.0175 0.00694 0.00350 0.00226 0.00190 0.00202 0.00216
q=2 0.0174 0.00684 0.00339 0.00211 0.00163 0.00156 0.00128
q=3 0.0172 0.00669 0.00325 0.00203 0.00154 0.00143 0.00180
q=4 0.0169 0.00633 0.00285 0.00157 0.00113 0.00101 0.00159
q=5 0.0169 0.00632 0.00288 0.00167 0.00125 0.00106 0.00100

k = 3 s=1 s =2 s =3 s = 4 s = 5 s = 6 s = 7
q=1 0.0149 0.00491 0.00216 0.00137 0.00127 0.00103 0.00144
q=2 0.0147 0.00487 0.00209 0.00121 0.00109 0.00082 0.00150
q=3 0.0146 0.00475 0.00200 0.00107 0.00091 0.00074 0.00156
q=4 0.0143 0.00460 0.00174 0.00094 0.00083 0.00069 0.00063
q=5 0.0145 0.00460 0.00178 0.00097 0.00077 0.00076 0.00068

real and imaginary parts of the pressure function. The
smooth iso-contours exhibit the pressure functions over
the head are smooth.
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