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Abstract

Accurate and automatic particle detection (or picking) from
cryo-electron microscopy (cryo-EM) images is very impor-
tant for fast and correct reconstruction of macromolecular
structures. In this paper, we present a new algorithm for
particle picking, based on a natural model of data cluster-
ing. This approach is fully automatic and has been success-
fully applied to detect the particles from cryo-EM images
with very low signal-to-noise ratio (SNR).

1. Introduction
Techniques from pattern recognition and image process-
ing have been widely used in biology for molecular struc-
ture analysis. One of the examples is the macromolecular
structure reconstruction from cryo-EM images. This tech-
nique for studying macromolecular structures is commonly
known as single particle reconstruction in structural biol-
ogy [1, 2]. However, the signal-to-noise ratio (SNR) in
most cryo-EM images is very low due to various reasons
so that high-resolution single particle analysis often has to
rely on averaging of a large number of identical particles to
improve the signal-to-noise ratio [1, 2]. Therefore, locat-
ing most, if not all, of the particles in the digitized cryo-EM
images is a crucial step in high-resolution single particle re-
construction. This task, commonly known as particle pick-
ing or particle detection in single particle analysis, can cer-
tainly be carried out manually (by mouse clicks). However,
as the resolution approaches the atomic level, hundreds of
thousands of particles may be necessary [3], which makes
it impractical to manually pick the particles. In addition,
particle detection by eyes may be inaccurate and subjective.

Several methods have been proposed for automatic or
semi-automatic particle detection (see [4] for a good re-
view). The first automatic method for particle picking was
proposed by Heel [5], based on the local variance over a
small area at each pixel. Another commonly used approach
is template-matching algorithm (see [6, 7, 8]), where the
template is chosen as the rotationally averaged particle im-
age and then the template is used to cross-correlate with the
�
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entire image. In [2], multiple reference templates are used
to improve the accuracy of particle detection. Some other
techniques, including the crosspoint method [9], the texture
analysis method [10], the ring-filter based method [11], and
the neural network approach [12], were proposed recently.

Another group of particle detection algorithms are based
on edge detection. Harauz et al [13] used edge detection
followed by component labeling for automatic detection of
macromolecules. More recently, Zhu et al proposed edge
detection followed by Hough transforms for automatic iden-
tification of particles with rectangular or circular shapes
[14]. It is obvious that all techniques based on edge de-
tection require a good signal-to-noise ratio. However, this
is not alway true in many cryo-EM images.

In this paper we present a new method for particle pick-
ing. Our approach is based on a natural model of data
clustering. In the following we first describe the cluster-
ing model and then we discuss how to apply the clustering
model for particle picking. In Section 3 we shall see some
results of the particle picking algorithm on real cryo-EM
images. Finally we give our conclusion.

2. Approach
2.1. Data Clustering
In the following we describe a method for data clustering.
Our method is based on the gravitation between any two
masses as follows:
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clidean distance between these two objects in the space and
� is the universal gravitation constant.

In our application, we shall assume that the input
for the clustering algorithm is a 2D image consisting of
background points with zero mass and a set of objects with
positive masses, each of which has an XY-coordinate in the
image domain. Each object generates a circular gravitation
field as defined below. All such fields are integrated
together, yielding an overall gravitation field. Every object
moves in the direction determined by this vector field.



Figure 1: The illustration of the movement of an object.

Once two or more objects happen to move to the same
position, they merge into a single but bigger object and
will never split in the rest of the clustering process. In the
following we shall discuss how to generate a gravitation
field and how an object moves in a given gravitation field.
How to generate the gravitation field. Every object gen-
erates a circular gravitation field, in which the gravitation
vector at any point � has the following magnitude:
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where � is the mass of the object at
�

and
�

is the distance
from � to

�
. � is the universal gravitation constant.

From (2) we know that the gravitation decreases very
rapidly to zero as

�
goes up. For the purpose of particle

picking, we made two modifications on (2). First, we use
�

instead of
� �

as seen in (2) in order to enhance the “influ-
ence” of an object on other objects. Secondly, we assume
the “influence zone” of an object only exists in a finite “cir-
cular zone” with a fixed radius. This assumption not only
speeds up the algorithm but also avoids an embarrassing sit-
uation that all objects eventually group into one cluster.
How to determine the movement of an object. In the cal-
culated gravitation field, each object has a path, along which
it can move (e.g., the one from � to � in Fig.1). However, a
very small movement of any object would change the grav-
itation field. A simple way for this simulation is to let ev-
ery object move only one step (that is, only move to one of
its neighboring pixels) and then update the overall gravita-
tion field based on the new position of each object. Repeat
these two steps alternatively until no further movement is
observed. This scheme gives an accurate simulation of the
movements of all the objects, but clearly it is computation-
ally too slow due to the very small movement of each object
in each iteration.

To speed up the algorithm, we can let the objects move
as far as it can on the path determined by the computed
gravitation field. It stops moving whenever it sees a vector
that points to the opposite direction of the movement on the
path. Fig.1 shows an example of this movement. The object
starts from � and keeps moving until it reaches � where����	� ���
��� . Then � is the farthest position, to which

this object can go. The new position of this object is set to
somewhere (labeled as � ) on the line from � to � .

To determine the exact position of � , we need to con-
sider three facts. First, the distance

� ���� �
, by which the

object at � can move, should be inversely proportional to
the mass of this object. This observation guarantees that the
objects with small masses should always move towards the
objects with much bigger masses. This is essentially impor-
tant in our particle picking algorithm as seen in next section.
We shall consider the relative mass. That is,

� ���� ��� ����� ,
where �� is the average mass of all the objects and ��� is the
mass of the object at � . �� is increasing during the cluster-
ing process since the total mass is a constant but the num-
ber of objects is decreasing (due to the merging between
objects). Secondly, the distance

� ���� �
should be propor-

tional to the average magnitude (denoted by
� �� � ) of all the

vectors on the path from � to � . Thirdly, the movement� ���� �
should be no more than ������� � ���� � in order to

make the clustering process stable (for example, consider
only two objects). Hence we have the following formula to
determine the movement of an object:
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Further improvements. The above algorithm can be fur-
ther improved to make it much faster. First, note that in
every iteration, we compute all the gravitation vectors over
the entire image domain. In many applications, however,
the objects are sparsely distributed and thus only very few
of those vectors are used to determine the new positions
of the objects. Therefore, we can compute the gravitation
vector only when we need it. As soon as we compute a
gravitation vector at a point, we store it so that we can use
it again when we need to determine the new position of an-
other object. This simple strategy can usually save the com-
putational time by ( �*) or more. Another improvement we
made is that, when we compute the new position of an ob-
ject at a point � , we not only let this object move according
to (3), but also let it move by a certain amount towards the
”local mean” of the input data around point � . The ”local
mean” is defined as the weighted center of all the objects
locally around � .

From the above description, we can see that our
gravitation-based clustering method is quite similar to the
shift mean method [15, 16]. However, our approach differs
from the classic shift mean method in the following aspects.
First, our method is a physical simulation of the motion of
each data point in the gravitational force field. Second, our
method allows merging between two or more data points if
they run into each other at the same location in the space.
This can largely reduce the number of data points being pro-
cessed and thus make the clustering process very fast after
the first few number of iterations.



(a) Original image (b) After threshold (c) Initial boxing (d) Final boxing

Figure 2: The illustration of particle boxing on p97 dataset [17]. In (b) we only show the binary image by assuming that all
the objects have the same weights.

2.2. Particle Picking
Before we run the clustering algorithm, we need to thresh-
old the input cryo-EM image (denoted as

��� �� � ) by setting
the threshold value as
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� ����� and
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and maximal intensities of the entire image and 
 is set
between � and  . For the P97 data [17] as shown in
Fig.2(a), we set 
 � ��� " . The resulting image is defined as:
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In our algorithm for particle picking, we are assuming that
all the particles have lower intensities than the background.
Therefore, the value of � � �� � represents the probability of ��
being part of a particle. In general � � �� � contains more “ob-
ject points” if we choose a bigger threshold value, resulting
in a slower clustering process. Fig.2(b) shows the threshold
result. We can see that possible particles are usually located
where there are more “object points” than elsewhere. The
clustering approach described above is then applied to the
image � � �� � and the obtained centers give an initial particle
picking result, as seen in Fig.2(c).

To reduce the false positives, we usually need to evalu-
ate each of the initially-detected particles and remove the
“false” ones. We currently use two criteria to determine
whether a particle is true or not. The first criterion is the
local intensity variance � � of a particle within its box (we
assume the size of box is given and fixed). If the local in-
tensity variance is smaller than a given value, this particle
is removed from the particle list. The second criterion is
based on the requirement that the true particles must be lo-
cated around the center of the boxes. If a particle is too
far away from the center of its box, this particle is also rec-
ognized as false particle. To measure how far a particle is
away from the center of the box, we compute the average
intensity within a circle around the center where the size of
the circle is chosen exactly the same as the size of the parti-

cles. We also compute the average intensity of all the other
pixels that are outside of the circle but still inside the box. If
these two averages are too close to each other, this particle
is also removed from the particle list. Fig.2(d) shows the
results after refinement.

3. Results
Due to the space limit, we show only one example of
our particle picking algorithm on P97 datasets [17] (seen
in Fig.3). The size of each box is 80 pixels and the
number of iterations used in the clustering process is 30.
More results can be found from the following website:
“http://www.ices.utexas.edu/ � zeyun/PtcPick/”.

4. Conclusion
In this paper we described a new model for data clustering,
which was then used to detect particles from electron mi-
crographs. The results on P97 data showed that our method
worked quite well for detecting particles from images with
very low SNR.
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