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We present a unified anisotropic geometric diffusion PDE model for smoothing (fairing) out noise both in triangulated two-
manifold surface meshes in IR® and functions defined on these surface meshes, while enhancing curve features on both by
careful choice of an anisotropic diffusion tensor. We combine the C! limit representation of Loop’s subdivision for triangu-
lar surface meshes and vector functions on the surface mesh with the established diffusion model to arrive at a discretized
version of the diffusion problem in the spatial direction. The time direction discretization then leads to a sparse linear sys-
tem of equations. Iteratively solving the sparse linear system yields a sequence of faired (smoothed) meshes as well as faired
functions.

Categories and Subject Descriptors: G.1.8 [Numerical Analysis]: Partial Differential Equations—finite element methods;
1.3.5 [Computer Graphics]: Computational Geometry and Object Modeling—splines; 1.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism—color; shading, shadowing, and texture;1.4.3 [Image Processing and Computer Vision]:
Enhancement

General Terms: Algorithms, Experimentation

Additional Key Words and Phrases: Surface function diffusion; Loop’s subdivision; Riemannian manifold, texture mapping, noise
reduction

1. INTRODUCTION

Problem Considered

Given are a discretized triangular surface mesh G; C IR® (geometric information) and a discretized
function-vector F; ¢ IR“~3. Each of the function-vector values is attached to one and only one vertex
of the surface mesh. We assume that both the geometric and surface function information suffer from
noise. Our primary goal is to smooth out the noise and to obtain faired geometry as well as faired
surface function data at different scales. Our secondary goal is to construct continuous (nondiscretized)
representations for the smoothed geometry and surface function data. In this article, we use the terms
fairing and smoothing interchangeably.
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Fig. 1. First column: Fairing the geometry of the head model of Picard (146,036 triangles). The second and third figures in this
column are the meshes after one and four steps of fairing. Second column: Fairing texture coordinates while the geometry is
fixed. The second and third figures of this are the fairing results after one and four iterations. In all the examples in this article,
the timestep 7 is 0.001.

Motivation

Quite often, discretized surfaces under investigation suffer from noise or errors in geometry (see
Figure 1). For surfaces and attribute functions that come from the reconstruction of physical objects,
the noise comes from the sampling error of the imaging equipment, such as CT, MRI, ultrasound, or 3D
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laser scanners. If the surface and function on surface (e.g., air velocity on an airfoil) are the result of
numerical computation (e.g., finite element simulations), the errors come from the numerical sensitivity
of the algorithm or model discretization. The use of lossy compression is prevalent in streaming geome-
try and textures for Internet gaming and eCommerce visualization applications. The lossy compressed
geometry and texture data when decoded often suffer from noise caused by the inaccuracy in spatial
distribution of the mesh density (topology) and the quantization of the numerical vertex coordinate
data.

The errors of the geometric and surface function data may often be coherent. For example, the sound
pressure distribution function resulting from the numerical solution of the Helmholtz equation over a
surface domain is very sensitive to the perturbation in the geometry, especially for high frequencies.
In another situation, the function errors could also cause geometry errors. For example, in the case
of surface extraction from volumetric MRI and surface coregistration with functional-MRI volumetric
data, the errors of the function could result in direct errors of the extracted surfaces. In these cases, it
might be rational to combine the geometry and surface function data, and to consider the smoothing
problem uniformly. Another point of view is to look at the surface function data as graphs. If we consider
a greyscale image I(x, y) defined on the xy-plane as a surface in IR?, then the image is given by the
graph (x, y, I(x, y)). Similarly, if we consider a scalar function f(x, y,z) defined on a surface G as a
hypersurface in IR*, then the surface is given by the graph (x, y, z, f(x, v, 2)) for (x, y, z) € G. Finally,
smoothing both the geometry and function data on the surface uniformly reduces the computational
costs in the finite element discretization, as both of them use the same stiffness matrix (see Section 4.2
for details). Of course, in other cases, when the surface geometry and function on surface data errors
are not coherent, the smoothing could be performed separately.

Previous Work.

The existing approaches for surface fairing can be classified roughly into two categories: optimization
and evolution. In the first category, one constructs an optimization problem that minimizes certain
objective functions [Greiner 1994; Hoppe et al. 1993; Hubeli and Gross 2000; Moreton and Sequin
1992; Sapidis 1994; Welch and Witkin 1992], such as thin plate energy, membrane energy [Kobbelt
et al. 1998], total curvature [Kobbelt et al. 1997; Welch and Witkin 1994], or sum of distances [Mallet
1992]. Using local interpolation or fitting, or replacing differential operators with divided difference
operators, the optimization problems are discretized to arrive at finite-dimensional linear or nonlinear
systems. Approximate solutions are then obtained by solving the constructed systems.

The main solution idea of the evolution category is borrowed from the solution of the linear heat equa-
tion 9;p — Ap = 0 for equilibrating spatial variation in concentration, where A := div - V is the Laplace
operator. This PDE- (partial differential equation) based evolution technique was originally trans-
planted to image processing. (See Perona and Malik [1987], Preusser and Rumpf [1999], and Weickert
[1998]. In the last-mentioned, 453 relevant references are listed.) This was extended to smoothing or
fairing noisy surfaces (see Clarenz et al. [2000], and Desbrun et al. [2000a,c]). For a surface M, the
counterpart of the Laplacian A is the Laplace—Beltrami operator Aj; (see do Carmo [1992]). One then
obtains the geometric diffusion equation d;x — Ay x = 0 for surface point x(¢) on the surface M (¢).

Taubin [1995] discussed the discretized operator of the Laplacian and related approaches in the
context of generalized frequencies on meshes. Kobbelt [1996] considered discrete approximations of
the Laplacian in the construction of fair interpolatory subdivision schemes. This work was extended
to arbitrary connectivity for purposes of multiresolution interactive editing [Kobbelt et al. 1998].
Desbrun et al. [2000a] used an implicit discretization of geometric diffusion to obtain a strongly sta-
ble numerical smoothing scheme. Clarenz et al. [2000] introduced anisotropic geometric diffusion to
enhance features while smoothing. All these were based on a discretized surface model. Hence the
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first- and second-order derivative information, such as normals, tangents, and curvatures, were esti-
mated using some local averaging or fitting scheme. Computational methods of normals and curvatures
for discrete data were carefully studied recently by Desbrun et al. [2000c]. They used the proposed meth-
ods to mesh smoothing and enhancement.

Similar to surface diffusion using the Laplacian, another class of PDE-based methods called flow sur-
face techniques have been developed that simulate different kinds of flows on surfaces (see Westermann
et al. [2000] for references) using the equation 9;x — v(x, t) = 0, where v(x, ¢) represents the instanta-
neous stationary velocity field.

Recently, level-set methods were also used in surface fairing and surface reconstruction (see Bertalmio
et al. [2000a,b], Chopp and Sethian [1999], Osher and Fedkiw [2000], Whitaker and Breen [1998], and
Zhao et al. [2001, 2000]). In these methods, surfaces are formulated as isosurfaces (level surfaces) of
3D functions, which are usually defined from the signed distance over Cartesian grids of a volume. An
evolution PDE on the volume governs the behavior of the level surface. These level-set methods have
several attractive features including ease of implementation, arbitrary topology, and a growing body of
theoretical results. Often, fine surface structures are not captured by level sets, although it is possible
to use adaptive (see Bansch and Mikula [2001] and Preusser and Rumpf [1999]) and triangulated grids.
To reduce the computational complexity, Bertalmio et al. [2000a,b] solve the PDE in a narrow band for
deforming vectorial functions on surfaces (with a fixed surface represented by the level surface). In
their approach, anisotropic diffusion is also considered.

In 2D image processing, Sochen, Kimmel, Malladi (see Kimmel et al. [1998], Kimmel and Sochen
[1999], and Sochen et al. [1998]), and Yezzi [1998] treat images as high-dimensional surfaces and
process them based on projected curvature motion flows. A similar treatment was adopted by Desbrun
et al. [2000b] for denoising bivariate data embedded in high-dimensional spaces while preserving edges.
Curvature flows were also used in Sethian [1999, Chapter 16] for image enhancement and noise removal.

For fairing functions on surfaces, Kimmel [1997] used geodesic curvature flow to smooth images
painted on a surface. We should point out that many of the above surface fairing methods can be
extended to the problem of fairing functions on surfaces if each component of the vector function is
independently smoothed. For example, the signal processing approach for meshes proposed in Guskov
et al. [1999] has been used to smooth the coordinates of texture maps. In this article, we provide a
new approach when vector-function data on a surface are treated simultaneously, both together and
independent of the surface geometry.

The aim of anisotropic diffusion is to smooth the two-manifold in a certain direction and enhance
sharp features in another direction. There is plentiful use in 2D image processing [Action 1998; Harr
Romeny 1994; Kawohl and Kutev 1998; Perona and Malik 1987; Weickert 1996, 1998]. We review a
relevant few that relate to vector-valued data. Sapiro and Ringach [1996] determine the directions
of maximal and minimal rate of change of vector-valued functions by eigenvectors and eigenvalues
of the first fundamental form in the given image metric. Weickert [1997] uses a structure tensor for
anisotropic diffusion. The structure tensor is constructed as the sum of structure tensors (second-
moment matrix) of each channel of the vector-valued function. In Tang et al. [2000b], the authors
propose a framework to isotropically and anisotropically diffuse directional data, using a harmonic
map. Different from the general vector-valued functional data mentioned above, the directional data
satisfy a unit norm constraint. The harmonic map allows both the domain and directional data to
be nonflat. Hence the approach could be used for denoising data on surfaces in 3D. This approach is
also used to enhance color images [Tang et al. 2000a]. Similar to Tang et al.’s direction diffusion, but
developed independently, is Chan and Shen’s [1999] research. They develop both models and algorithms
for denoising and restoration of nonflat image features that live on Riemannian manifolds. For surface
smoothing, Desbrun et al. [2000c] use weighted mean curvature flow to achieve the effect of anisotropic
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diffusion. The weighted mean curvature flow penalizes the vertices that have a large ratio between
their two principal curvatures. Clarenz et al. [2000] use a diffusion tensor defined from the principal
directions and principal curvatures of the deformed surface. Our anisotropic diffusion tensor generalizes
the work of Clarenz et al. to higher dimensions.

Our Approach and Contributions

(a) Establishing a Unified Diffusion Model. In this article, we call a triangular surface mesh with
function values on each of the vertices of the mesh, simply an attributed triangular mesh. We treat three-
dimensional discrete surface data and (x — 3)-dimensional function data on the surface as a discretized
version of a two-dimensional Riemannian manifold embedded in IR*. We establish a PDE diffusion
model for such a manifold. Although the derivation of the model involves Riemannian geometry, the
final outcome is simple and easy to understand. An alternative formulation was taken in Sochen et al.
[1998] for color image processing. Our formulation is more straightforward and simpler.

(b) Discretizing the Diffusion Model in a Smooth Function Space. We combine the limit function
representation of Loop’s subdivision for triangular meshes with our diffusion model to arrive at a dis-
cretized version of the diffusion problem. The input attributed triangular mesh serves as the control
mesh of Loop’s subdivision. Solving the discretized problem, a sequence of smoothed attributed trian-
gular meshes as well as smoothed functions is obtained. What makes our discretization distinct from
previous work is that we diffuse globally smooth functions instead of discrete functions. Working with
smooth (higher-order) function models of finite dimension (instead of linear elements), related quanti-
ties, such as gradients, tangents, normals, and curvatures, can be computed exactly and directly at all
timesteps. This framework allows us to trade off accuracy and speed with computational complexity.

(c) Anisotropic Diffusion. We construct an anisotropic diffusion tensor in the diffusion model which
makes the diffusion process have the effect of enhancing sharp features while filtering out noise. If& = 3,
this diffusion tensor reduces to the one given in Clarenz et al. [2000]. Figure 8 shows the difference
between applying and not applying an anisotropic diffusion tensor.

The function on a surface defined by Loop’s subdivision is in a finite-dimensional space. The basis
functions of this space have compact support (within 2-rings of the vertices). This support is bigger than
the support (within 1-ring of the vertices) of hat basis functions that are used for the discrete surface
model. Such a difference in the size of support of basis functions makes our evolution more efficient
than those previously reported, due to the increased bandwidth of affected frequencies. Compared to
prior approaches, the reduction speed of high-frequency noise in our iterative solution approach is not
overly drastic (leading to overfairing), and the reduction speed of lower-frequency noise is not that
slow (leading to underfairing). Hence, the bandwidth of affected frequencies is much wider. Figure 12
provides an example to illustrate this difference. The figures are the fairing results of a noisy input mesh
(Figure 10) and one and three fairing steps (timestep 0.001) using linear finite element implementation
(the first row) and Loop’s finite element implementation (the second row) with identity diffusion tensors.
The figures of the first row smooth out more detailed features (see the ears, eyes, lips, and nose) than
the figures of the second row, and at the same time the large-scale features (see the head) of the top are
less smooth than that of the bottom. Figure 2 shows another example that exhibits the same features
of the two approaches. It should be pointed out that the larger support of basis functions leads to more
nonzero (five times more on average) elements in the stiffness matrix of the finite element discretization.
This implies more computations are required in both forming the matrix and solving the linear system.
However, test results show that the numerical condition of the discretized linear system of our higher-
order approach is often better than that of the linear element approach, yielding faster convergence
rates. For the example mentioned above (Figure 12), our approach needs 23, 18, 16, and 17 iterations
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Fig. 2. The top figure shows the initial geometry mesh. The second and the third figures show the faired meshes after two
fairing iterations with timestep 7 = 0.001 (isotropic diffusion) and using the linear element approach and our high-order smooth
element approach, respectively.

for solving the linear systems by Gauss—Seidel methods for the timesteps 1, ..., 4, within the L, error
9 % 1075, The linear element approach needs 57,67, 73, and 77 iterations, respectively. This behavior
is very explainable. Because the support of the basis functions of the linear element is small, tiny
triangles will cause very small elements in the matrix of the discretized linear system, which worsens
the numerical condition of the system.

Very recently, Arden [2001] in his thesis reported on the approximation power of Loop’s subdivision
limit functions. His results show that Loop’s subdivision limit functions have one order higher approxi-
mation power than linear elements. This provides at least one quantifiable measure of their superiority
over linear elements.

The evolution process produces not only a sequence of attributed triangular meshes at different time-
steps, but also a sequence of smooth functions. By sampling these smooth functions, new attributed
triangular meshes at a resolution higher than that of the original mesh can be produced. Furthermore,
gradient and curvature at any point can be easily computed.

2. THE DIFFUSION MODEL

The diffusion model that we use is a generalization of the heat equation 9;p — Ap = 0 in Euclidean
space to a two-dimensional manifold embedded in IR*. Such a generalization to surface in 3D has been
given by Clarenz et al. [2000]. The natural extension to a two-dimensional manifold embedded in IR*
is what we now present. First, we establish the diffusion model for continuous geometry G ¢ IR® and
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continuous surface functions F c IR“~3. The discretization of the continuous model is discussed in
Section 4. Suppose we are given « — 3 (¢ > 3) functions f(x) = (f1(x), fe(x),..., fis(x)) € F,x € G.
We assume that surface G is a two-dimensional manifold embedded in IR3. We combine the geometric
position x and function f(x) to form a x-dimensional vector (x, f(x)). We use M to indicate the graph
{(x, f(x)) € IR* : x € G}. Therefore, we may consider M as a two-dimensional manifold embedded in
IR*. Working with such a manifold for establishing the diffusion model requires proper extensions of
expressions, such as tangents, gradients, Laplacian, curvatures, and integrations. Fortunately, several
of these are well developed in the field of Riemannian Geometry (see do Carmo [1992], Rosenberg [1997],
and Willmore [1982]).

Tangent Space of Differential Manifold

Let M C IR* be a two-dimensional manifold, and {U,, x,} be the differentiable structure. The mapping
x, with x € x,(U,) is called a parameterization of M at x. Denoting the coordinate U, as (£1, &), the
tangent space T, M at x € M is spanned by {(9/0&1), (3/3&2)}). For a given point x € x,(U,) C M, the
tangent vector components d/9£; and 3/9&9 depend upon «, but Ty M does not. The set TM = {(x,v); x €
M, v eT,M}is called a tangent bundle.

Riemannian Manifold

To define integration on M, a Riemannian metric (inner product) is required. A differentiable manifold
with a given Riemannian metric is called a Riemannian Manifold. A Riemannian metric (, ), of M is
a symmetric, bilinear and positive-definite form on the tangent space T, M. Since M is a submanifold
of Euclidean space IR*, we use the induced metric:

w,v)y =ulv, u,veT.M.

Integration
Let f be a function on M, and let {¢,}, be a finite partition of unity on M with support ¢, C U,. Then
define
fdxi= / bo f(x2)\/det(g;)des dés, (1)
Jy fete= 2 o roso et e o
where

R
=535,

Then we can define the inner product of two functions on M and two vector fields on TM as

(frem = /Mfgdx, f.g € COM),

(@, V)t = /M(cﬁ,w)dx, ¢,y € TM.

Gradient
Suppose f € CY(M). The gradient Vy; f € T, M of f is defined by the following conditions:
TV f = 8(’;;’6), i=1,2, 2)

where t; = 0x/0¢; are the tangent vectors. Note that Vy, f is invariant under the surface local reparam-
eterization. From (2), we have

3

A(fox) a(fox) ]T

Vuf =1t t G‘l[ ,
uf =1t, ta] o o5
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where

1 —
G- — 822 812 . G= 811 812 ,
detG | —ga1  gu 821 822
and G is known as the first fundamental form.

Divergence
The divergence divy,y for a vector field 1 € TM is defined as the dual operator of the gradient (see
Rosenberg [1997]).

(divyv, )y = —(v, VuP)ru, Vo € Ci°(M), (4)
where C5°(M) is a subspace of C*°(M), whose elements have compact support.

Diffusion Model
Using the notation introduced above, we formulate the geometric diffusion model as the nonlinear
system of parabolic differential equations:

hx(t) — Aypx(t) =0, (5)

where M (¢) is the solution manifold at time ¢, x(¢) = (x1(¢), ..., x.(¢)) is a point on the manifold, and
Ay@) = div o Ve is known as the Laplace—Beltrami operator on M (¢). Because Ay x = 2H(x) (see
Willmore [1993, page 151]), Equation (5) could be written as d;x(¢) = 2H(x), where H(x) is the mean
curvature vector at x. Hence the equation describes the mean curvature motion, whose regularization
effect could be seen, for k = 3, from the following equations (see Clarenz [2000] and Sapiro [2001]).

iArea(M(t)) =— K2 dx, iVolume(M(t)) = — hdx, (6)
dt M) dt M@

where Area(M (t)) and Volume(M (¢)) are the area of M (¢) and volume enclosed by M (¢), respectively,

and A is the mean curvature (i.e., H = hn, where n is the unit surface normal). However, to be able to

enhance sharp features, a diffusion tensor D, acting on the gradient Vj; ), is introduced. Furthermore,

a term r € IR on the right-hand side of the equation, which represents an external force, is imposed.

Hence the final model we use is

dx(t) — divayr (DVmpx(®)) = rx@)), (7
M) =M, (8)

where the diffusion tensor D := D(x) is a symmetric and positive definite operator from TM to TM. The
diffusion tensor D(x) has a significant influence on the shape of the diffused surface and functions on
the surface. The details of the discussion for choosing the diffusion tensor are in Section 5. The function
r is chosen in the form:

rix@)) = w(x(0) —x@)), o=>0. 9

This term is used to approximate the initial mesh in the smoothing process, so that the smoothed
surfaces do not evolve too much from the initial surface M (0). w is a user-specified parameter. If D(x) = I,
an identity operator, then (7) becomes 9,x(¢) = 2H (x) + w(x(0) — x(¢)). Hence the equation described is
a motion that is decomposed into the mean curvature motion, caused by 2H(x) and in the direction of
the mean curvature vector, and a motion towards the original surface, caused by w(x(0) —x(¢)) and in the
direction of x(0) — x(¢). The magnitude of w determines which portion of the two motions dominates the
composite motion. In most of the examples in this article, we choose @ = 0. We do give an example
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(see Figure 15) that which uses a nonzero w and shows the effect of w on the evolved surface. Using (4),
the diffusion problem (7) and (8) can be reformulated as the following variational form.

Find a smooth x(¢) such that

(0x(), O)mr) + (DVmpx(t), VM(t)O)TM(t) =@, 0Ope), VO € CPM@)) (10)
M@O)=M.
Since x = (x1,..., x,) is a vector-valued function, the inner product (3;x(¢), 0)y ) is understood as

((thl(t), O)M(t)’ ey (atxl((t)) Q)M(t))'

Other Alternatives of the Diffusion Model

In establishing our diffusion model, we have combined the geometry and physical data on the geometry.
This combination is under the assumption that both the geometric and physical data have errors and
the two errors are coherent. In practice, this assumption may not always be valid. Considering the two
aspects of having errors or not, and whether the errors are coherent or not, we have several possibilities:
(a) both the geometry and physical data have errors and the errors are coherent; (b) both the geometry
and physical data have errors and the errors are not coherent; (c) only the physical data have errors; (d)
only the geometric data have errors; and (e) none of them have errors. Case (a) is what we previously
assumed. If the errors are not coherent as in case (b), then the smoothing process should be conducted
separately. Let G(¢) ¢ IR? and F(¢) c IR“3 denote the geometry and the physics information at time
t, respectively. Then (10) becomes the following two problems.

Find a smooth g(¢) € IR?3 such that (11)
(3 g®), 0)cw) + (DVen &), Vowf) gy = Te@), g, G(O0) = G,

for all € C5°(G(t)), and
Find a smooth f(¢) € IR*3 such that (12)
0: (@), g + (DVG(t)f(t), vG(t)e)TG(t) = (rrp(®), 06w, F0) =F,

for all & € C°(G(2)), where G(¢) is the solution of (11) at time ¢, rg(t) € IR and r;(t) € IR*3 are
the decomposition of r. Here we assume the time ¢ in both problems (11) and (12) goes at the same
speed. Obviously, this is not necessary if we assume the two types of errors are not related in any way.
However, there is some difficulty in determining which geometry mesh should be used for smoothing
the functional data. Furthermore, using different evolution speeds for the two problems will cause the
dual stiffness matrices. This will duplicate the computational costs.

In case (c), we separate the geometry and physics. We use the notation G = G(¢) to denote the
geometry, and again use F(¢) C IR“~3 to denote the physics information. Then (10) becomes

Find a smooth f(¢) € IR“~3 such that
0 f(#),0)g +(DVg f(t), VagOirg = (rft),0)c, VO € C(G), (13)
F0)=PF,

where f(¢) € F(¢) is the function of F (¢). Since G is fixed, the system (13) is linear. In case (d), we need
only to solve problem (11). Case (e) does not need to be considered.

3. SUBDIVISION SURFACES

We discretize the proposed diffusion problem in a function space defined by the limit of Loop’s subdivi-
sion. This section describes only the relevant results on surface subdivision. We show clearly that these
results are valid on the subdivision of functions defined on surfaces.
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Fig. 3. Refinement of triangular mesh around a vertex.

Subdivision schemes generate smooth surfaces via a limit procedure of an iterative refinement start-
ing from an initial mesh that serves as the control mesh of the limit surface. Several subdivision schemes
for generating smooth surfaces have been proposed. Some of them are interpolatory, that is, the vertex
positions of the coarse mesh are fixed, and only the newly added vertex positions need to be computed
(see, e.g., Kobbelt et al. [1997] for quadrilateral meshes, and Dyn et al. [1990] and Zorin et al. [1996] for
triangular meshes), whereas others are approximatory (see, e.g., Catmull and Clark [1978] and Doo and
Sabin [1978] for quadrilateral meshes, Loop [1978] for triangular meshes, and Peters and Reif [1997]
for general polyhedra). These approximatory subdivision schemes compute both the old and new vertex
positions at each refinement step. Generally speaking, approximatory schemes produce better quality
surfaces than those produced by interpolatory schemes. Hence, in this work, we use an approximating
scheme for triangular meshes proposed by Loop [1978]. This scheme produces C? limit surfaces except
at a finite number of isolated points where the surface is C! (see Schweitzer [1996]).

For Loop’s scheme, a fast method exists for evaluating the limit surfaces at any parameter value (see
Stam [1988]), especially needed for the numerical computation of the area-integral. Loop’s subdivision
surfaces in the past have been successfully used in smooth surface reconstruction from scattered data
(see Hoppe et al. [1993, 1994]) and in thin-shell finite element analysis (see Cirak et al. [2000]) for
describing both the geometry and associated displacement fields.

3.1 Loop’s Subdivision Scheme

In Loop’s subdivision scheme, the initial control mesh and the subsequent refined meshes consist of
only triangles. In a refinement step, each triangle is subdivided linearly into four subtriangles. Then all
the vertex positions of the refined mesh are computed as the weighted average of the vertex positions
of the unrefined mesh. Consider a vertex x/ at level £ with neighbor vertices x* fori = 1,..., n (see

Figure 3), where n is the valence of vertex x(lf. The coordinates of the newly generated vertices xik+1 on
the edges of the previous mesh are computed as
3xF + 3xk + x| +«F
aftl= 0 T Tl Tl 1, ,n, (14)
8
where index i is to be understood modulo n. The old vertices get new positions according to
xf = (1 - na)xf +a (xf + 2+ +xF), (15)

where a = (1/ n)[g — (g + }L cos 27 /n)?]. Note that all newly generated vertices have a valence of 6, and
the vertices inherited from the original mesh at level zero may have a valence other than 6. The former
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case is refered to as ordinary and the latter case is referred to as extraordinary. The limit surface of
Loop’s subdivision is C2 everywhere except at the extraordinary points where it is C*.

3.2 Evaluation of Regular Surface Patches

To obtain a local parameterization of the limit surface for each of the triangles in the initial control
mesh, we choose (£1, &) as two of the barycentric coordinates (&g, £1, £&2) and define T as

T ={(&1,62) € IR?: £, > 0,69 > 0,& + & < 1). (16)

The triangle T in the (&1, £2)-plane may be used as a master element domain. Consider a generic triangle
in the mesh and introduce a local numbering of vertices lying in its immediate 1-ring neighborhood
(see Figure 6). If all its vertices have a valence of 6, the resulting patch of the limit surface is exactly
described by a single quartic box-spline patch, for which an explicit closed form exists Stam [1998]. We
refer to such a patch as regular. A regular patch is controlled by 12 basis functions:

12
x(&1,&2) = ZNi(él,Sz)xi, amn
i—1

where the label i refers to the local numbering of the vertices that is shown in Figure 6. The surface
within the shaded triangle in this figure is defined by the 12 local control vertices. The bases N; are
given as follows (see Stam [1998]).

1

1
Ny = E(s{} + 2£385),

1
N = 5 [& +&f + 65051 + 65087 + 126067 + (267 + 267 + 65351 + 65057 52), (18)

1
Ny = E[esg + 245381 + £2) + £2(2487 + 60152 + 24E7)
+ £0(8E3 + 36£2, + 36£1£2 + 885) + (€1 + 6678, + 126262 + 65185 + £7)],

where (&g, &1, £2) are barycentric coordinates of the triangle with vertices numbered as 4, 7, 8, and & =
1 —&; — &. Other basis functions are similarly defined. For example, replacing (&g, &1, &2) by (&1, &2, &)
in N1, No, N3, Ny, we get N1o, N6, N11, N7. Replacing (5o, &1, &2) by (&2, §0, §1) we get No, N12, N5, Ng.

3.3 Evaluation of Irregular Surface Patches

If a triangle is irregular, that is, at least one of its vertices has a valence other than six, the resulting
patch is not a quartic box spline. We assume extraordinary vertices are isolated; that is, there is no edge
in the control mesh such that both its vertices are extraordinary. This assumption could be fulfilled by
subdividing the mesh once. Under this assumption, any irregular patch has only one extraordinary
vertex. For the evaluation of irregular patches, we use the scheme proposed by Stam [1988]. In this
scheme the mesh needs to be subdivided repeatedly until the parameter values of interest are interior
to a regular patch. We now summarize the central idea of Stam’s scheme. First, it is easy to see that
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Fig. 4. The vertex with empty circle is extraordinary. After one subdivision, the irregular patch (dark shaded part) is split into
one irregular patch (dark shaded part) and three regular patches (light shaded parts).

2 w
T3

]
T4

\4

\

Fig. 5. Refinement in the parametric space, where (u, v, w) = (&, &1, &2) is the barycentric coordinate of the triangle.

each subdivision of an irregular patch produces three regular and one irregular patch (see Figure 4).
Repeated subdivision of the irregular patch produces a sequence of regular patches. The surface patch
is piecewise parameterized as shown in Figure 5. The subdomains TJ’Te are given as follows.

T = {(61,8) 1 & € [27%, 271, & e [0,27FF — &),

Ty ={(&1,8): & € [0,274], gel2 —&,27), (19)

Tk = {(&1,&): & € [0,27*], £y € [27F, 270 — ]},

These subdomains are mapped onto 7' by the transform

tr,1(61, &) = (2k&; — 1, 2"8), (&1, &) € TF,
tea(E1, &) = (1— 2761, 1 - 2%8), (&,&) € TY,
tr,a(E1, £2) = (208, 278, — 1), (61, 82) € TE.
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Fig. 6. The vertex numbering of a regular patch with 12 control points. A regular patch is defined over the shaded triangle.

Hence TJ’? form a tiling of T' except for the point (£1, £2) = (0, 0). The surface patch is then defined by its
restriction to each triangle

12 )
2(EL 8| = Y xPI Nt (61, 8), j=1,23 k=12, (20)
J l:l

where xlk "/ are the properly chosen 12 control vertices (see Figure 6) around the irregular patch at the
level k£ that define a regular surface patch. Using the vertex numbering and local coordinate system
shown in Figure 4, it is easy to see that the three sets of control vertices are

EN12 1k kLR koo k k k k k k k k
{x; }i:1 = [x3 2 X1 X g Ko X1 X190 Xy 35 Xy 00 Xy 55 Xy g0 Xy 7 xn+10]’

k2112 1ok k k k k k ko k k E ok oAk
{x; }i:1— [xn+7’xn+10’xn+3’xn+2’xn+5’xn+4’x2’xn+1’xn+6’x3’xl’xn]’
k312 _ 1.k Lk Lk LR k k k k k k k 3
{xi }i:1 = [xl » X Xo5 Xy 15 X165 Xyt 30 Xpgoo Xgso Xpp125 X X100 xn+11]'

Hence, the main task is to compute these control vertices. As usual, the subdivision around an irregular
patch is formulated as a linear transform from the level (¢ — 1), 1-ring vertices of the irregular patch
to the related level & vertices, that is,

Xk =AXF1=... = AkXO, XM= AXh = AARXO
where X* = [x’f,...,xf%]T, Xt = [xh,. ..,xﬁ+6,xfi+7, ...,xﬁ+12]T, and A and A are defined by the

subdivision rules. Hence, % + 1 subdivisions lead to the computation of A*. When £ is large, the com-
putation can be very time consuming. A novel idea proposed by Stam is to use the Jordan canonical
form A=SJ S~ 1. The computation of the A* amounts to computing J*, which makes the cost of the
computation nearly independent of 2 and hence very efficient. The beauty of the scheme is explicit
forms of S and J exist. We refer to Stam [1998] for details.

3.4 Basis Functions and Classification of Patches

For each vertex x; of a control mesh M;, we associate it with a basis function ¢;, where ¢; is defined
by the limit of Loop’s subdivision for the zero control values everywhere except at x;, where it is one
(see Figure 7(a)). Hence the support of ¢; is local and it covers the 2-ring neighborhood of vertex x;.
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05 0=,070-0~0=0=0-0
0 .“.04 “«0- N.O/“\O.‘“.‘.O'u‘ 0:“‘.0
0000 '

Fig. 7. (a) Numbered 2-ring neighborhood elements of vertex x;. The vertex numbers in circles are the control coefficients for
defining the basis ¢;; (b) the quartic BB-form coefficients (each has a factor 1/24) of the basis function. The coefficients on the
other five macrotriangles are obtained by rotating the top macrotriangle around the center to the other five positions.

Letej, j =1,..., m; be the 2-ring neighborhood elements. Then if e; is regular, the explicit box-spline
expression as in (17) exists for ¢; on e;. Using Equations (18), we could derive the BB-form (Bernstein—
Bezier form) coefficients for basis ¢; (see Figure 7(b)). All these coefficients have a factor 1/24. Hence,
the function value at x; is % Note that the basis ¢; derived is the same as the triangular C2? quartic basis
given by Sabin [1976]. These expressions could be used to evaluate ¢; in forming the linear system (26).
If ¢; is irregular, local subdivision, as described in Section 3.3, is needed around e; until the parameter
values of interest are interior to a regular patch.

Note the difference of the basis ¢; from the basis N; in (17). ¢; is a piecewise function whose support
covers 2-ring neighbor triangles, whereas N in (17) is defined on one triangle only.

Using the basis {¢;}, the limit surface of Loop’s subdivision is expressed as M = ) x;¢;(x). However,
each triangular surface patch of M is defined locally by only a few related basis functions, since the
supports of the basis are compact. For a triangle [x;x;x:], the related bases that define the surface
patch over the triangle are uniquely determined by the valences n;, n;, and n;; here n;, nj, and n; are
the valences of vertex x;, x;, and x3, respectively. Hence, two triangles that have the same valence for
each of the three vertices will have the same set-related basis functions. To reduce the computation
costs of evaluating these functions in the numerical integration, triangles are classified into categories
according their vertex valences. All members in one category will have the same vertex valences, hence
the same set-related basis functions. The surface evolution in time ¢ does not change the vertex valences
of the mesh. Hence, for one category of patches, we only need to evaluate the basis functions once. Using
tree structures, the classification could be conducted within a linear time.

4. DISCRETIZATION

In Riemannian geometry, differentiable functions are smooth and C*. However, our discretized ver-
sion of the diffusion problem is in the class C'. As we mentioned earlier, the functions are defined
by the limit of Loop’s subdivision. Such a function is C? smooth everywhere except at the extraordi-
nary vertices, where it is C!. The function is locally parameterized as the image of the unit triangle
defined by T' = {(§1,&2) € IR? : & > 0,& > 0,&; + & < 1}. That is, (1 — & — &, &, &) is the barycen-
tric coordinate of the triangle. Using this parameterization, our discretized representation of M is
M = U§=1 Tq, ’f; N 7073 =0 for « # B, where ’f; is the interior of the triangular function patch 7,. Each
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triangular function patch is assumed to be parameterized locally as

Xo : T — Ty; (61,82 = x4(&1, &2), (21)

where x,(£1, &) is defined by Equations (17) through (20). Unlike the differentiable structure of a
manifold, our parameterization has no overlap. Each point p € M has unique parameter coordinates,
except at the boundary of the patches. Under this parameterization, tangents and gradients can be
computed directly. The integration (1) is replaced by

/M fdx :=; /T F(aEr, &)/ det(gy A dEs. 22)

The integration on the triangle T is computed adaptively by numerical methods.

4.1 Spatial Discretization
Let M be the limit function of the initial control mesh M . Then, instead of solving the problem (10),
we solve the following alternative problem
Find x(¢) VIlkl(t)’ such that
(3:2@), D) + (DVu©x@®), Vir0) ppgey = @), Omy, V0 € Vi (23)
M) =M,

where Vi) € CH(M (t)) is a finite-dimensional space spanned by the basis functions {¢; m, Letx(t) =
Yo xi(@)i, xi(¢) € IR*, and 6 = ¢;. Then (23) may be written as

Yo%) i, bdmer+

Yt xi@)(DVya i, VM(t)¢j)TM(t) =) ;@ —xi@)di, d)m)s (24)
x;(0) = x;,
for j =1,...,m, where x; is the jth vertex of the initial mesh M . (24) is a set of nonlinear ordinary
equations for the unknown functions x;(¢),i = 1, ..., m. The system is nonlinear because the domain

M (t), over which the integrations are taken, is also unknown. It should be noted that ¢; depends upon
the topological structure of the mesh around x;, but not on the positions of the vertices. Hence for any
time ¢, ¢; is kept the same.

4.2 Time Discretization

Given a timestep 7 > 0, suppose we have an approximate solution at ¢ = nt. Now we construct an
approximate solution at the next timestep ¢ = (n + 1)t by a semi-implicit Euler scheme. Let X" be an
approximation of x(n7). Then the semi-implicit discretization of (24) is

(Xn+1 - X", $i)Mne) + T(DnVM(nr)Xn+l’ VM(nr)¢i)TM(nr) = TU)(XO - Xn+1; )Mo (25)

fori = 1,...,m. We call this a semi-implicit discretization of (24) because the integration domain is
chosen to be the solution of the previous step. Let x(¢) = Y/, x;(¢)¢;. Then (25) can be written as a
linear system:

(1 + 1M + tLY(D"))X (0 + Do) = M™(X (1) + 10X (0)), (26)
where
X@) = ), .., 50 @), X(©0) =[x, 5017
M" (1, ¢j)M(nf))le=1 ’
LMD" = ((D"Vaeo®is VMo ® M) j_y -
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Note that both M™ and L™(D™) are symmetric. Since ¢1, ¢2, ..., ¢, are linearly independent and have
compact support, M" is sparse and positive definite. Similarly, L"(D") is symmetric and nonnegative
definite. Hence, (1 4+ tw)M" + t L™(D") is symmetric and positive definite. The computation of the coeffi-
cient matrix requires the computation of the integrations (¢;, ¢ )y ) and (D" Vyro)@i, Vio) @) TMnr)-
These are computed by Gauss quadrature formulas over each triangle and then summed. For each
timestep, the system needs to be newly generated, because M is changed. However, the values of the
basis functions do not need to be recomputed.

Inasmuch as the support of ¢; is the 2-ring neighbor triangles, (¢;, ¢;)mxr) = 0 if x; is not a 3-ring
neighbor vertex of x;. Hence the coefficient matrix of the system (26) is highly sparse (each row has
about 37 nonzero elements on average), and hence an iterative method for solving such a system is
desirable. We use Gauss—Seidel iterations if the timestep 7 < 350/N, and otherwise use a conjugate
gradient method with a diagonal preconditioning. Here NN is the number of triangles of the mesh. The
choice of the switch point 350/N is based on the experiment.

It should be mentioned that the derived system (26) is valid for solving problems (10) through (13),
although it is derived for (10) only. Note that X (¢) is an m x k& matrix. If the Riemannian metric is
defined by the scalar product in IR?3, then the first 3 columns of X (¢) are the solution of (11), and the
last ¥k — 3 columns are the solution of (12) and (13). For all the cases we mentioned in Section 2, the
coefficient matrix of the system as well as the left-hand side are computed in the same way. The only
difference is we do not need to compute the first three columns of the left-hand side for problem (13),
since the geometry is fixed.

Stopping Criteria

We need to determine a time moment 7' (T' > 0), where the evolution procedure stops. Since the
evolution procedure is based on a mean curvature motion, we determine 7' by examining the reduction
rate of the mean curvature. For a given mesh, deciding which portion is noisy and should be smoothed
out is subjective. Furthermore, the information at time ¢ is not enough to judge whether the smoothing
is satisfactory. Therefore, we always compare the evolution effect with respect to the initial state. Let

H(t)=/ ||H(t,x>||2dx// VEH(O, )| dx,
M) M(0)

where H(t, x) is the mean curvature vector at the point x and time ¢. We use the derivative (see (28)) of
H(t) to test the stable state of the evolution. If the data are not very noisy and the shape of the mesh is
not complicated, such as the sphere data, H(¢) reduces slowly. In this case, the stopping criterion (28)
works well. However, the derivative sometimes cannot help us make the right judgment. For instance,
if the shape of a mesh is complicated, even though it is not noisy, H(¢) still reduces quickly for quite a
long time and then slows down. Using the derivative of H(¢) in such a case will lead to late termination,
which makes the mesh oversmoothed (fine detail features are lost). In this case, we prefer to use
max ||x;(#) — x;| to control the termination (see (29)). If the data are very noisy (high-frequency noise),
H(¢) reduces quickly at the beginning of the evolution and slows down quickly. In this case, examining
how much the derivate is reduced relative to '(0) is more reasonable (see (27)). Of course, there are an
infinite number of cases between these extremes. These considerations make us choose the following
three stopping conditions.

|H'@)/H(0)| <€, or (27)
|H'@)| < e, or (28)
max ||x;(¢) — x;|| > €3, (29)
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where ¢; are user-specified control constants. Based on experience, we choose ¢; = 0.005, ¢ = 8.0,
€3 = 0.2. The evolution stops if one of the three conditions is satisfied. If the data are very noisy,
condition (27) is most likely satisfied first. If the data are smooth, and the shape is simple, condition
(28) is most likely satisfied first. The remaining case may first be satisfied by condition (29).

Choice of Timestep

Suppose the final result we want is at time 7'. This time moment can be approached through several
timesteps. Although the semi-implicit discretization is stable, the timestep has a significant effect
on the linear system derived. If the timestep is large, the iteration method for solving the system
converges slowly. On the contrary, if the timestep is very small, the surface will have no significant
change, therefore more steps are required. We determine t according to the change rate of the surface
size. Denote the x, y, and z components of the surface point x(¢) and the functional components on the
surface as x1(¢), ..., x;(¢). Then from (23), we have

(02;(8), ;D) = —(DVyyxi(t), vM(t)xi(t))TM(t)’ i=1,...,k.
Since D is positive definite, we have

@), xEmwy
at

k

= 203:x(8), x(Ome) = -2 ) Ei(t) <0, (30)
i=1

where E;(t) = (DVypxi(@), VireyxiE)mre = 0, and E(¢) := Zle E;(t) is called the energy of the surface
M (¢) at time ¢.

If D =1 and & = 3, it is not difficult to show, by (3), that E(¢) = 2Area(M (¢)).

From (30), we know that if 2 = 3, the surface size S(M(¢)) = (x(¢),x(¢))p¢) decreases with a
speed 4Area(M (t)). For one step evolution, the surface size decreases approximately by the amount
of 4t Area(M (¢)). If we want the size of the surface to decrease around 1% of the Area(M (¢)), then we
should choose T = 0.0025 approximately. Such an amount of change in size is visually significant. In
our experiments, even at t = 0.0001 the change is still visually significant at the early stages of the
evolution; however, at later stages, the change becomes increasingly less significant. Usually, we choose
7 around 0.001 and determine the number n of iterations from nt ~ T'.

4.3 Handling of Surface Boundaries

If the given triangulation has boundaries, the limit surface patches for the triangles that are incident to
the boundaries are incompletely defined by only a 1-ring of existing neighboring vertices. We solve the
problem by constructing an artificial triangle layer on the outside of the boundary, so that all boundary
triangles become interior triangles.

The artificial triangle layer is constructed as follows. For each triangle on the boundary, another
triangle is constructed, so that when Loop’s subdivision rule is applied to the boundary edge, it will
reproduce the midpoint of the edge. Let [x;x ;] be a boundary edge, and [x;x ;x;] be the boundary triangle;
then the new triangle is [x;x;x;], with x}, = x; + x; — xz.

In solving the linear system (26), since the boundary vertices and the artificial boundary vertices
are fixed, the corresponding unknowns for the boundary vertices now become known, and move to the
right-hand side of the equation.

5. ANISOTROPIC DIFFUSION TENSOR

The aim of anisotropic diffusion is to enhance sharp features in one direction and smoothing in another
direction. To this end, we need to introduce the concept of principal curvatures and principal directions
of a two-manifold M C IR*. Let n be a normal vector field on M. Let A, be the second fundamental
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tensor with respect to n (see Willmore [1993, pp. 119-121]). Then A, is a self-adjoint map from TM
to TM. The principal curvatures k1(x), ko(x) and principal directions e1(x), ea(x) with respect to n are
defined as the eigenvalues and the orthonormal eigenvectors of A,,. However, the principal curvatures
and principal directions are not uniquely defined since the normal vector field is not so for x > 3. We
choose a vector field A(x) = H(x)/||H(x)|, which is the normalized mean curvature vector field of the
manifold M and is uniquely defined. Here H(x) is the mean curvature vector given by

Q(g22ti1 + g11tee — 2812t12)
2det(G) ’

where t; = 3/0&;, t;j = 82/3&d%;, and @ = I — [t1,t2]G1[t1, 217 € IR***. Considering the diffusion
equation described is the mean curvature motion, choosing this vector field is natural.

We now illustrate how to compute the principal curvatures and principal directions with respect to
h. Due to the space limitation, the detailed derivations are given in Xu and Bajaj [2002]. Let

A=AY’KF,KTA Y2 ¢ IR??,  [uy,us) = [t1, 2] KT A2,

where Fj, = —(ti§ h(x))l?jzl, K € IR**2, and A € IR?>*? are defined by

H(x)= (31)

G=KTAK, KTK =1, A =diag(i,rs).

Let A be expressed as
A = P diag(ky, ky) PT, with PTP=1.
Then k1 and ks are the principal curvatures and v; and vg, defined by
[v1, val := [u1, ug) P = [t1, ] KT A7V2P,
are the corresponding principal directions with respect to the direction vector A.
Now we define our anisotropic diffusion tensor. Let k1, k¢ 2 be the principal curvatures, and e, 1(x),
e 2(x) be the principal directions of M. at point x(¢). Then any vector z could be expressed as
z = aec 1(x) + Bec o(x) + N(x),

where N (x) is the normal component of z. Then define D := D, by

D.z =ag(ke1)ec1(x) + Bg (ke 2)ec 2(x) + Ne(x),
where g(s) is defined by
L ls| <4,

’ -1 (32)
(1+532) 518l

g(s) = {

M (¢) is the solution of (10) at time € with D = 1 and initial value M (¢). X is a given parameter that de-
tects sharp features. The reason we use M. (¢) instead of M (¢) to compute the diffusion tensor is that the
evaluation of the shape parameters on a noisy function might be misleading with respect to the original
but unknown function. Hence we prefilter the current function M (¢) by mean curvature motion before we
evaluate the shape parameters. Figures 8 and 9 show the results of our anisotropic smoothing solution.

6. DISTINCT FEATURES OF THE SMOOTHING SCHEME

We have illustrated in Section 1 that using Loop’s subdivision does have some advantages over using
linear finite elements, because the support of the Loop’s basis is bigger than that of the hat basis
function and the Loop’s basis is smooth. The difference in the size of support of basis functions makes
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Fig. 8. First column: the first figure is a bumpy input mesh (32,786 triangles). The second and third figures are the faired meshes
after four fairing iterations, with the identity and an anisotropic diffusion tensor, respectively. For the anisotropic diffusion tensor,
we choose A = 2, ¢ = 0.001. Second column (mean curvature plots): the first figure is the input mesh (25,600 triangles) with
two noisy functions on the surface. The functions are not smooth (but continuous) at the planes x = 0, y = 0, and z = 0. The
second and third figures are the results after four fairing iterations, with identity and an anisotropic diffusion tensor (A = 2.5,
€ = 0.001), respectively.

our evolution more efficient than those previously reported, due to the increased bandwidth of affected
frequencies. The reduction speed of high-frequency noises of our approach is not that drastic, but still
fast, and the reduction speed of lower-frequency noises is not that slow. Hence the bandwidth of affected
frequencies is wider. This could also be observed from the linear system of the discretization. For the
linear element approach, each vertex relates only to its 1-ring neighbors, whereas for our approach,
each vertex relates to its 3-ring neighbors.
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Fig. 9. The left figure shows the initial geometry mesh. The second and third figures show the faired meshes after three fairing
iterations with identity and nonidentity diffusion tensors, respectively, where timestep r = 0.001, and A = 2.0, ¢ = 0.001 for the
nonidentity diffusion tensor.

It is well known that Loop’s subdivision generates quite pleasant-looking surfaces. We believe that us-
ing Loop’s subdivision surface as the smoothing target is a good choice. Using this smooth representation
of the surface, gradient, normal, and curvature at any point can be computed easily. Furthermore, the
evolution process produces not only a sequence of attributed triangular meshes at different timesteps,
but also a sequence of smooth functions. By sampling these smooth functions, new attributed triangular
meshes at a resolution higher than that of the original mesh can be produced.

Apart from the linear finite element approach of Clarenz et al. [2000], we have also implemented
Taubin’s [1995] signal processing approach and Desbrun et al’s [2000a], implicit fairing approach
for comparison with our approach. Figures 11 and 12 show the smoothing results for these schemes.
The input mesh is shown in Figure 10. The noise of the mesh comes from a lossy mesh compression-
decompression scheme, in which the binary representation of the vertices is truncated using a specified
number of bits. The first row of Figure 11 shows the smoothing results (after 10, 70 smoothing steps)
of the signal processing approach. Parameters in the scheme are chosen to be the best ones as Taubin
[1995] suggested, where we take k,; = 0.1, 2 = 0.631398, and u = —0.673952. The results show that
after a dozen smoothing steps, further iterations do not have much smoothing effect. A good feature
of this approach is that detailed features are well kept, but the smoothed surfaces are not smooth
enough (underfairing). The second row contains the implicit fairing results (two smoothing steps with
A = 0.005), where the approximated Laplacian is given by (11) of Desbrun et al. [2000a]. The first row of
Figure 12 illustrates the smoothing results (two smoothing steps with timestep length 0.001) of Clarenz
et al. [2000]. The results show that the behavior of the implicit fairing and Clarenz et al’s fairing are
similar. Both of them give quite good smoothing results, but several small features are smoothed out too
(overfairing). The second row of Figure 12 contains the results of our approach. It can be seen that much
more detailed features are kept and the global flatter features are much smoother. These results show
that our results are the best among the four approaches. Another example to compare the behavior of
our approach with the linear element approach is given in Figure 2.
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Fig. 10. The input noisy triangular mesh of a head for Figures 11 and 12.

7. CONCLUSIONS AND EXAMPLES

We have presented a PDE-based anisotropic diffusion approach for fairing noisy geometric surface data
and function vector data on the surface. The finite-element discretization of the diffusion problem is
realized by a combination of the limit function representation of Loop’s subdivision together with the
diffusion model.

Figure 13 shows isocontour plots of the functions on surfaces. For a function f(x) defined on a smooth
surface M, an isocontour or isocurve is defined as {x € M : f(x) = c} for a given constant ¢, which is cal-
led the isovalue. The smoothness of the isocontours reflects the smoothness of the function. Hence a sim-
ple approach for visualizing the smoothness of the function on a surface is to plot a family of isocontours
for a given sequence of isovalues {c;}?_;. In our problem, we have a function vector x(#) € IR* instead of
one scalar function. One way to visualize them together is to plot isocontours for ||x(¢)|/2. Figure 13 shows
both the geometry (the first column) and the function (the second column) isotropic diffusion effects.

Figure 14 shows the application of the diffusion process to surface texture maps. We first generate
2D texture vector coordinates (u, v) at each of the vertices of the surface triangulation, and then using
a pseudorandom number generator, a noise is introduced to each of the components. The vector coordi-
nates are smoothed by treating them as functions on a surface. To show the regularizing effect of the
diffusion process, the textures chosen are 512 x 512 images with regular patterns. The texture for the
bunny is a netlike pattern woven from strips. The texture for the torus model consists of alternating
blue and green squares with a red disc in each of the squares. The first row is the initial texture map.
The second and third are after one and five fairing iterations of the texture vector coordinates.

In all the examples given above, we have chosen the parameter w in Equation (9) to be zero. This is
because the ideal smoothing results are obtained by a short period of time evolution. However, from
the equalities in (6), we can see that a longstanding evolution will cause the surface to shrink towards
the origin. To avoid this occurring in long time evolution, we choose w > 0, so that the evolved surface
approximates the initial surface M (0). It is easy to understand that the larger w we choose, the better
the approximation to M (0) we achieve. However, if M (0) is very noisy, too large o will make the evolved
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Fig. 11. First row: the smoothing results of Taubin’s signal processing approach. Second row: the smoothing results of Desbrun
et al’s implicit fairing approach.
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Fig. 12. First row: the smoothing results of Clarenz et al.’s approach. Second row: The smoothing results of our approach with
isotropic diffusion tensor.
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Fig. 13. First column: the first figure is the input noisy geometry (102, 208 triangles); the second and third figure are the
geometry diffusion results after 1 and 4 fairing iterations, respectively. Second column: the isocontour plots of the function |jx |2
on the smoothed head. The three figures show the results after 0, 1, and 4 fairing iterations, respectively.
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Fig. 14. Each of the two columns shows the isotropic diffusion of initial noisy texture maps data after one and five fairing
iterations, respectively.
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Fig. 15. The left is the input. The remaining two figures are the stable states for = 10.0, 2.5, respectively. The net outside
each of the surface meshes consists of all the edges of the initial mesh.

Table I. First Row: Values of w. Second Row: Areas of Evolved Surfaces at
Stable States. Third Row: Iteration Numbers for Arriving at Stable States.
Fourth Row: Maximal Errors Between Initial and Final Meshes. Fifth
Row: Mean Errors Between Initial and Final Meshes

Parameter o 1.25 2.5 5.0 10.0 20.0 40.0 80.0
Surface Area 8.75*10~% | 29.21 | 43.22 | 50.24 | 54.47 | 57.31 | 59.47
Iteration No. 217 431 175 91 55 34 19

Maximal Error 3.071 1.370 | 0.894 | 0.633 | 0.457 | 0.331 | 0.234
Mean Error 2.102 0.577 | 0.250 | 0.124 | 0.070 | 0.045 | 0.032

Table II. Second Column: Number of Triangles. Third Column: Times
for Computing Stiff Matrix. Fourth Column: Number of Iterations for
Solving Linear Systems for Four Timesteps. Last Column: Average
Times (per Iteration) for Solving Linear Systems

Examples Triangles # | Form matrix Iterations # Averaging
Fig 1.1(left) 146,036 24.8s 23, 24, 57, 86 0.964s
Fig 6.3(right) 102,208 12.2s 23, 18, 16, 17 0.202s
Fig 5.1(left) 32,786 3.5s 13,12,12,12 0.021s

surface less smooth. On the other hand, too small w could not prevent the evolved surface from shrinking
to zero. Hence choosing a proper o is a crucial subproblem. Here a theoretical question that is left open
is: for a given error bound ¢, determine w so that the evolved surface approximates (for any time) the
initial surface within error €. Figure 15 shows the effect of w. The left figure shows the input mesh. The
figures in the middle and right show the stable states of the evolution for = 10.0, 2.5, respectively.
Here we choose 7 = 0.01. In Table I, we list some numerical results for this example. The first row in this
table gives the values of w. The second row gives the corresponding surface areas for the stable states
(the input mesh has area 66.11). The third row contains the required iteration numbers for arriving
at the stable states. The fourth and fifth rows contain the maximal and mean errors between the
initial mesh and the final meshes. The maximal and mean error are defined as max; ||x;(0) — x;(¢)| and
(1/m) ", lx:(0) —x;(¢)||, respectively, where m is the number of vertices. The stable states are recognized
by checking the residual in solving the linear system (26). If the residual of the initial solution (which is
the numerical solution of the PDE at the previous timestep) is within our error control bound (we take
it to be 9% 107%), then we regard the evolution as at the stable stage. The numerical results in the table
show that if ® — o0, the surface areas are increasing and tend to the initial surface area, the required
iteration numbers, the maximal errors, and mean errors are decreasing and approach zero. The results
also show that if w is less than a certain number, say w < 1.5, the surface will shrink numerically to zero.
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Finally, we summarize, in Table II, the computation time needed by our examples. The third column is
the time (in seconds) for forming the stiffness matrix (one timestep). The fourth column is the required
number of iterations for solving the linear systems by the Gauss—Seidel method. The last column is the
average time per Gauss—Seidel iteration. We separate the total time into two parts, because the cost
for generating the matrix is fixed, and the time for solving the linear system depends greatly on the
solver used. These computations were conducted on a SGI Onyx2, using a single processor.
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