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Abstract

Most recent rendering research has concentrated on two subprob-
lems: modeling the reflection of light from materials, and calculat-
ing the direct and indirect illumination from light sources and other
surfaces. Another key component of a rendering system is the cam-
era model. Unfortunately, current camera models are not geometri-
cally or radiometrically correct and thus are not sufficient for syn-
thesizing images from physically-based rendering programs.

In this paper we describe a physically-based camera model for
computer graphics. More precisely, a physically-based camera
model accurately computes the irradiance on the film given the in-
coming radiance from the scene. In our model a camera is described
as a lens system and film backplane. The lens system consists of a
sequence of simple lens elements, stops and apertures. The camera
simulation module computes the irradiance on the backplane from
the scene radiances using distributed ray tracing. This is accom-
plished by a detailed simulation of the geometry of ray paths through
the lens system, and by sampling the lens system such that the ra-
diometry is computed accurately and efficiently. Because even the
most complicated lenses have a relatively small number of elements,
the simulation only increases the total rendering time slightly.

CR Categories and Subject Descriptors: I.3.3 [Computer Graph-
ics]: Picture/Image Generation; I.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism.

Additional Key Words and Phrases: ray tracing, camera model-
ing, lens simulation, sampling.

1 Introduction

The challenge of producing realistic images of 3d scenes is often
broken into three subproblems: modeling reflection to account for
the interaction of light with different materials, deriving illumina-
tion algorithms to simulate the transport of light throughout the en-
vironment, and modeling a camera that simulates the process of im-
age formation and recording. In the last several years the majority
of the research in image synthesis has been concentrated on reflec-
tion models and illumination algorithms. Since the pioneering work
by Cook et al.[2] on simulating depth of field and motion blur, there
has been very little work on camera simulation.

Although current camera models are usually adequate for pro-
ducing an image containing photographic-like effects, in general
they are not suitable for approximating the behavior of a particular
physical camera and lens system. For instance, current models usu-
ally do not correctly simulate the geometry of image formation, do
not properly model the changes in geometry that occur during fo-
cusing, use an improper aperture in depth of field calculations, and
assume ideal lens behavior. Current techniques also do not compute
exposure correctly; in particular, exposure levels and variation of ir-
radiance across the backplane are not accounted for.

There are many situations where accurate camera models are im-
portant:

� One trend in realistic computer graphics is towards physically-
based rendering algorithms that quantitatively model the
transport of light. The output of these programs is typically the
radiance on each surface. A physically-based camera model is
needed to simulate the process of image formation if accurate
comparisons with empirical data are to be made.

� In many applications (special effects, augmented reality) it
is necessary to seamlessly merge acquired imagery with syn-
thetic imagery. In these situations it is important that the syn-
thetic imagery be computed using a camera model similar to
the real camera.

� In some machine vision and scientific applications it is neces-
sary to simulate cameras and sensors accurately. For example,
a vision system may want to test whether its internal model of
the world matches what is being observed.

� Many users of 3d graphics systems are very familiar with cam-
eras and how to use them. By using a camera metaphor the
graphics system may be easier to use. Also, pedagogically it
is helpful when explaining the principles of 3d graphics to be
able to relate them to real cameras.

Perhaps the earliest introduction of a camera model in computer
graphics was the synthetic camera model proposed in the CORE
system[3]. This and later work used a camera metaphor to describe
the process of synthesizing an image, but did not intend to repro-
duce photographic effects or provide photographic-like control over
image formation. The next major breakthrough in camera model-
ing was the simulation of depth of field and motion blur[10][2][12].
Current methods for simulating these effects use idealized lens sys-
tems and thus cannot be used to simulate the behavior of a partic-
ular physical system. A number of researchers have shown how to
perform non-linear camera projections, such as those for fisheye or
OMNIMAX lenses[7][5]. These methods derive a transformation
that maps image points to directions in 3D, and have the disadvan-
tage that effects such as depth of field cannot be combined with these
special-purpose projections.
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58.950 7.520 1.670 47.1 50.4

169.660 0.240 50.4
38.550 8.050 1.670 47.1 46.0
81.540 6.550 1.699 30.1 46.0
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81.540 12.130 1.658 57.3 40.0

-40.770 0.380 40.0
874.130 6.440 1.717 48.0 40.0
-79.460 72.228 40.0

Figure 1: A tabular description and profile view of a double-Gauss lens. [14, page 312]. Each row in the table describes a surface of a
lens element. Surfaces are listed in order from the front (nearest object space) to rear (nearest image space), with linear measurements
given in millimeters. The first column gives the signed radius of curvature of a spherical element; if none is given, the surface is planar.
A positive radius of curvature indicates a surface that is convex when viewed from the front of the lens, while a negative radius of
curvature is concave. The next entry is thickness, which measures the distance from this surface to the next surface along the central
axis. Following that is the index of refraction at the sodium d line (587.6 nm) of the material on the far side of the surface (if none is
given, the material is assumed to be air). Next is the V-number of the material, characterizing the change of index of refraction with
wavelength. The last entry is the diameter, or aperture, of each lens element. The row with a missing radius signifies an adjustable
diaphragm; the diameter gives the size of the diaphragm when fully open. Note that if a surface separates two materials other than air,
this indicates that two lenses have been cemented together as part of a “group.” The lens as given has a focal length of approximately
100mm. The design may be changed to have any desired focal length by scaling each of the linear dimensions by the desired focal length
divided by 100. The profile view on the right shows a 50mm version of this lens in relation to the diagonal of a piece of 35mm film.

This paper describes a physically-based camera model for com-
puter graphics. The model is capable of simulating the image for-
mation of a particular physical lens system described by the arrange-
ment of simple lenses as specified by the manufacturer. Image for-
mation is simulated by a modified distributed ray tracing algorithm
that traces rays through the lens system in order to compute the
exposure on the film plane. This algorithm is a hybrid of render-
ing techniques used by the computer graphics community and tech-
niques used by lens makers to design camera lenses. Tracing rays
through the lens system has the advantage that both the geometry
and the radiometry of image formation can be accurately modeled.
Moreover, we show that this simulation costs little more than previ-
ous algorithms.

For the purposes of this paper, our emphasis is on simulating the
lens system, and as such the important effects caused by film re-
sponse, shutter shape and movement, filters, and other parts of the
camera will not be addressed here. We will further assume that the
system is “aberration-limited,” and so the effects of diffraction can
be ignored.

The paper begins with a discussion of the construction of lenses
and how they are modeled in our system. We then consider the var-
ious geometrical factors that effect image formation and how those
factors can be accurately accounted for. The radiometry of image
formation and its computation are then presented. Finally, results
of an implementation of our model are shown and discussed.

2 Lens Systems

Lens systems are typically constructed from a series of individual
spherical glass or plastic lenses and stops centered on a common
axis. A stop is an opaque element with a roughly circular opening to
permit the passage of light. The element that most limits the angular
spread of the bundle of rays that will pass unobstructed through the
system from the axial point on the image plane is termed the aper-
ture stop. The size of the aperture stop in a camera is typically set
by the photographer through the use of an adjustable diaphragm, and

serves to provide control over the quantity of light striking the film
plane and the depth of field in the image.

As shown in Figure 1, the construction of a lens is traditionally
presented in a tabular format�. Our system reads tables like these
and uses the information to model the behavior of the lenses they de-
scribe. Lens manufacturers are reluctant to release lens design data,
but it is possible to find tables in patents that might cover a particu-
lar lens, or in collections of lens designs such as those given in the
book by Smith[14].

There are two challenges to simulating a real lens system:

� The geometry of image formation must be correctly computed.

Ideally, a lens will cause a point in object space to be imaged as
a single point in image space, and will have constant magnifi-
cation over the entire field of view. This is the assumption that
is made in most rendering systems that use the pin-hole camera
model or projective transformations. Unfortunately, no physi-
cal system is capable of ideal image formation. Real lenses ex-
hibit deviations from the ideal in the form of aberrations such
as coma or pin-cushion distortion[15].

� The radiometry of image formation must be correctly com-
puted.

The correct exposure must be computed given the lighting in
the scene. In most rendering systems this computation is ar-
bitrary, with little attention paid to units and their physical
magnitudes. In a real camera, the exposure is controlled by
a variety of factors and these must be correctly simulated if a
physically-based rendering system is to produce realistic out-
put. Moreover, while ideal lenses focus light energy evenly at

�In our figures, we follow the convention of drawing object space to the
left of the lens system, image space to the right, with coordinates along the
axis increasing from left to right. Distances in the lens system are signed
quantities, with a distance measured from left to right being positive, and
right to left negative. Unprimed variables are in object space, primed are in
image space.



all points on the image plane, real lenses suffer from an un-
even exposure across the backplane. Accurate computation is
therefore more than a matter of simply computing a correct
overall scale factor.

Abstractly, the purpose of our camera module is to transform the
scene radiances computed by the lighting and shading modules into
the response at a pixel. This may be modeled by the measurement
equation[9] (in computer graphics sometimes called the pixel equa-
tion)

R �

ZZZZ
L�T �x�� ��� �����S�x�� t�P �x�� ��dx� � d�� dt d�

(1)
In this equation, x� represents a position vector on the backplane,
�� is a direction vector towards the lens system, t is time and � is
wavelength. L is the scene spectral radiance defined in object space.
The function T models the geometry of image formation, in effect
transforming from image space to object space (for generality, we
assume this is a function of wavelength). S models the behavior of
the shutter and is a function of time (more generally, the response of
real shutters may also depend on position). P describes the sensor
response characteristics and is a function of position within a pixel
and wavelength.

The measurement equation provides the basis for quantifying the
effects of the lens and other camera components on image forma-
tion. The rest of the paper discusses how we model the lens and
evaluate the measurement equation.

3 Lens Geometry and Image Formation

In this section, we discuss the geometrical properties of lens sys-
tems. We describe how to trace rays through a lens system, how to
derive a projective transformation that approximates the action of
the lens system, how to accurately model the geometry of focusing,
and finally how to derive the effective size of the aperture. These
techniques allow us to use actual lens descriptions in rendering sys-
tems that use ray tracing, as well as those that use linear viewing
transformations. They also allow us to model the depth of field and
exposure due to real lens systems.

3.1 Tracing Rays Through Lens Systems

One robust and accurate method to predict how a lens will form an
image is to trace rays of light through the system. Lens and optical
system designers have employed ray tracing techniques to evaluate
designs for more than a century, and thus the process is now quite
well-understood. Typically, a random set of rays are traced from ob-
ject space to image space and their positions on the film plane are
recorded to form a spot diagram. Various statistics are derived from
these diagrams to evaluate the quality of the lens. Surprisingly, to
our knowledge, ray tracing is not used by lens designers to create
synthetic imagery because of the perceived high cost of doing these
calculations.

R = Ray(point on film plane, point on rear-most element)
For each lens element Ei, from rear to front,

p = intersection of R and Ei

If p is outside clear aperture of Ei

ray is blocked
Else if medium on far side of Ei �� medium on near side

compute new direction for R using Snell’s law

Figure 2: Basic algorithm for tracing a ray through a lens system.

F f P
P' f' F'

Figure 3: Finding a thick approximation to the lens in Figure 1. The
actual path of an axis-parallel ray from object space is drawn as a
solid line, and its idealized path is drawn as a dashed line.

The standard algorithm for tracing a ray through the lens is given
in Figure 2. The propagation of a ray through a lens surface involves
both finding the point of intersection between the ray and the surface
and the refraction of the ray as it crosses the interface between the
two media. The vast majority of lenses have spherical or planar sur-
faces, and therefore these computations are quite simple [16][17].
Although spherical surfaces are by far the most common, an object-
oriented design of the lens software makes it possible to include el-
ements of any shape for which intersection and normal-finding rou-
tines can be written.

Tracing rays through a lens system described in the tabular for-
mat is considerably faster than it would be if the lens were modeled
as a collection of general objects for the ray tracer to render. This
is because the exact visibility ordering of the surfaces is known a
priori, and thus there is no search required to find the closest sur-
face in a given direction. The main computational cost of tracing
rays through spherical systems is two square roots per surface. This
cost is fixed relative to scene complexity, and is usually small com-
pared to the total cost of object intersection tests and other lighting
calculations.

3.2 Thick Lens Approximation

In some situations the geometry of image formation may be approx-
imated by treating the lens as an ideal thick lens. A thick lens forms
perfect images; that is, each point in object space is imaged onto
a single point in image space and all points in the plane of focus
map onto the image plane with uniform magnification. We use thick
lenses in our model to determine the exit pupil, as discussed in Sec-
tion 3.4.

The behavior of a thick lens can be characterized by its focal
points and principal planes, which are illustrated in Figure 3. Axis-
parallel rays from a point at infinity in object space will enter the
lens, be refracted through it, and emerge with a new direction and in-
tersect the axis at the secondary focal point, F�. The point at which
the incident ray and the emergent ray would intersect defines the
secondary principal plane P�. P � is an imaginary surface normal to
the axis at which we assume refraction to have occurred. Similarly,
axis-parallel rays from image space intersect the axis at F , the pri-
mary focal point, and the intersection of the original and refracted
rays defineP , the primary principal plane. The signed distance from
P � to F � is the effective focal length of the lens, f�, and is equal to
�f when both object and image space are in the same medium.

The thick lens derives its name from the fact that, unlike the thin
lens model usually used in computer graphics, the principal planes
are not assumed to coincide. The distance from P to P� is the the
lens’ effective thickness, and may be negative, as for the lens in Fig-
ure 3. This additional parameter allows for a more general model of
image formation. Although a thin lens approximation can be valid
if the thickness is negligible, the thickness of photographic lenses is
usually significant. The utility of both approximations is that their
imaging properties can be modeled by a simple transformation.

To find a thick approximation to a given lens system, we apply the



above definitions of focal points and principal planes directly. We
trace rays through the lens system from each side and find the appro-
priate points of intersection to define P , F , P�, and F �. An alterna-
tive way to find these values is by using the various thick lens formu-
las, which provide an analytical means for deriving a thick lens from
a collection of simple lenses. The advantage of the first method is
that it yields a more accurate approximation to the lens because typ-
ical lens systems are designed to exhibit ideal image formation even
though the individual elements are less than ideal.

The geometry of image formation by a thick lens may be realized
by a projective transformation defined by the focal points and prin-
cipal planes[1]. Given a point in object space at a signed distance z
along the axis from P , the conjugate equation holds that

�

z�
� �

z
�

�

f �
(2)

where z� is the axial distance from P � to the point’s image in image
space. This equation and some simple geometry can be used to find
the image of a point on either side of the lens. However, the result-
ing equations are inconvenient in that z and z� are measured from
different origins. If the origin is assumed to be at P and both dis-
tances are measured from it, the same equations apply, except that
z� must then be translated by t � P ��P , the thickness of the lens.
The total transformation can be written as a 4x4 matrix:�
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Thus the thick lens approximation may be used in conventional ren-
dering systems that use 4x4 projective transformations to model
the camera. Note that when t is zero, the above transformation
is identical to the usual thin lens transformation used in computer
graphics[11].

3.3 Focusing

In order to make the camera model easy to control, it should be pos-
sible to specify the distance from the film plane at which the cam-
era is focused. Focusing physical systems involves moving one or
more lens elements along the axis in order to change the distance at
which points are focused. For simple lenses, the housing and all of
the elements are moved together, while in more complicated internal
focusing lenses, only a few elements move while the lens housing
itself remains stationary.

Given a point located at an axial distance z from the film plane,
we can use (2) to determine how far the lens must be moved in order
to bring the point into focus. If the lens is focused at infinity, refo-
cusing at z can be done by moving the lens a distance T away from
the film plane, where T satisfies:

T
� � T ��f � � t� z� � f

�� � � (3)

One solution to (3) corresponds to the lens being near the film and
far from the object, the other to the lens being near the object and
far from the film. In most situations, physical constraints on the dis-
tance the lens can move will make the latter solution unrealizable.

Moving the lens relative to the film plane has the additional effect
of changing the field of view. As the distance at which the camera is
focused is decreased, the distance of the lens from the film plane is
increased and the field of view shrinks. This effect is not modeled
in the standard camera model, which assumes that the film plane is
always located at the focal point and that the lens can be focused at
any arbitrary distance without any change of configuration.

x’

Figure 4: Illustration of the exit pupil for the double-Gauss lens of
Figure 1. The diaphragm, drawn in solid black, acts as the aper-
ture stop for the point x� on the axis at the film plane. The extent of
the bundle of rays from x� that pass unobstructed through the lens
is represented by the pair of solid lines on either side of the axis.
The exit pupil, the image of the aperture stop through the rear-most
two groups of elements, is drawn in outline. The exit pupil defines
the cone of rays from x that pass unobstructed through the lens, as
shown by the dashed lines.

3.4 The Exit Pupil

Recall that when looking through a lens system from a point on the
backplane, there is a cone of rays within which the environment is
visible, and that the aperture stop is the element limiting the extent
of this cone. The exit pupil is defined to be the image of the aperture
stop as viewed from image space (see Figure 4). Only rays directed
from the film plane at the interior of the exit pupil will pass through
the physical aperture stop, and so it is only these rays that we need
consider when tracing rays through the system. Note the difference
between this and directing rays at the aperture stop itself; this can
produce incorrect results, because the image of the aperture may be
larger than the aperture itself (as shown in Figure 4), and some rays
that would pass through the system would not be generated. Note
also the difference between this and firing rays at the lens element
closest to the film plane. While this will produce correct results in
the limit, it is wasteful because some of these rays may be blocked
by the aperture stop. Using the correct exit pupil is critical if the
depth of field and the exposure are to be computed consistently.

We find the exit pupil as follows: For each potential stop, we de-
termine its apparent size and position from the axial point on the
image plane. This is done by imaging the stop through those lens
elements that fall between the stop and image space. We then deter-
mine which image disk subtends the smallest angle from the axial
point on the image plane. This image is the exit pupil, and the stop
corresponding to it is the aperture stop.

If we assume that each group of lens elements exhibits ideal im-
age formation, the image of a given stop can be computed using a
thick lens approximation to the appropriate subsystem of elements.
In physical lenses, this is accurate only to the extent that the circu-
lar exit pupil is a reasonable approximation to the actual image of
the aperture stop as viewed from off-axis points. In particular, some
lenses distort the shape and position of the exit pupil when viewed
from off-axis in order to increase or decrease exposure at points near
the edge of the film[6]. We cannot validly use a thick approxima-
tion to find the exit pupil for such lenses in these cases. However,
we can always ensure correct simulation by using the rear-most lens
element as the exit pupil, at the cost of some loss of efficiency.

The exit pupil, rather than the aperture, should also be considered
when using a thick lens in a ray tracer. Cook et al. described an al-
gorithm for tracing rays through a thin lens by selecting a point on
the aperture stop and tracing a ray from that point through the image
of the current image plane point. As noted above, using the aperture
stop rather than the exit pupil can lead to errors. The process of trac-
ing a ray through a thick lens and exit pupil is shown in Figure 5.
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Figure 5: To trace a ray from x� through a thick lens, a point s on
the exit pupil is chosen. The point of intersection of the ray from x�

to swith P � is found, and is then translated parallel to the axis to P .
The ray from this point through x, the image of x�, is then used to
sample the scene.

4 Radiometry and Sampling

In this section we describe how we compute exposure on the film
plane.

4.1 Exposure

Sensor response is a function of exposure, the integral of the irra-
diance at a point x� on the film plane over the time that the shutter
is open. If we assume that irradiance is constant over the exposure
period, and that exposure time is fixed,

H�x�� � E�x��T (4)

where E�x�� is the irradiance at x�, T is the exposure duration, and
H�x�� is the exposure at x�. This model is a simplification of the
exposure process in physical systems, where the exposure at a point
is dependent upon the shape and movement of the shutter.

In order to compute E�x��, we integrate the radiance at x� over
the solid angle subtended by the exit pupil, which is represented as
a disk, as shown in Figure 6.

E�x�� �

Z
x���D

L�x��� x��
cos �� cos ���

kx�� � x�k� dA
�� (5)

If the film plane is parallel to the disk, this can be rewritten as

E�x�� �
�

Z�

Z
x���D

L�x��� x�� cos� ��dA�� (6)

where Z is the axial distance from the film plane to the disk. This
formula differs from that described by Cook et al., which assumed
each ray has the same weight. It is also important to perform the in-
tegral using a disc-shaped exit pupil, rather than a rectangular one.
Using a rectangular pupil causes the depth of field to be computed
incorrectly, since points not in focus will then have rectangular “cir-
cles” of confusion on the film plane.

The weighting in the irradiance integral leads to variation in irra-
diance across the film plane due to the lens system. There are two
simple analytical ways to estimate this effect: the cos� law and the
differential form factor to a disk.

1. If the exit pupil subtends a small solid angle from x�, �� can be
assumed to be constant and equal to the angle between x� and
the center of the disk. This allows us to simplify (5) to:

E�x�� � L
A

Z�
cos� �� (7)
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Figure 6: Geometry for computing the irradiance at a point on the
film plane and the exact form factor.

where Z is the axial distance from the film plane to the disk,
and A is the area of the disk. If Z is assumed to be the focal
length, (7) can be written

E�x�� � L
�

�

cos� ��

n�
(8)

where n is the f-number of the lens. Equation (7) is the one
most often found in optics texts, while (8) appears in many
photographic texts. Note that both assume a small solid angle.

2. For larger solid angles, a more accurate way to estimate the
variation in irradiance is to compute the differential form fac-
tor from a point on the film plane to a disk. This correctly ac-
counts for the finite size of the disk, and the variation in angle
as we integrate over the disk. This integral may be computed
analytically[4] (an elegant derivation may be found in [8]).

F �
�

�

�
�� a� � Z� � r�p

�a� � Z� � r��� � �r�a�

�
(9)

In real lens systems these analytical formulas overestimate the
exposure. This is due to vignetting, the blocking of light by lens el-
ements other than the aperture stop when a ray passes through the
system at a large angle to the axis. Vignetting can be a significant
effect in wide-angle lenses and when using a lens at full aperture.
Fortunately, the ray tracing algorithm described in the last section
accounts for this blockage, and hence computes the exposure cor-
rectly.

Figure 7 compares the irradiance computed by tracing rays
through the lens system pointed at a uniform radiance field with
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Figure 7: Irradiance on the film plane resulting from a uniform unit
radiance field imaged through the double-Gauss lens at full aperture,
as a function of distance from the center of the film.



Figure 8: Four views of the same scene taken with a 16mm fisheye lens (bottom left), 35mm wide-angle lens (top left), 50mm double-Gauss
lens (top right), and a 200mm telephoto lens (bottom right). A profile view of the lens system used to take each image is shown on the left.
As with physical lenses, perspective is compressed with long focal lengths and expanded with short focal lengths. The fisheye image shows
the lens’ signature barrel distortion.

values computed using the usual computer graphics camera model
(no weighting), the form factor, the cos� approximation, and the
full lens simulation. For this particular lens, the cos� law and the
form factor approximations do not differ significantly. However, vi-
gnetting reduces the true exposure near the edge of the film to nearly
one third of its approximated value.

4.2 Sampling

In our model, a pixel’s value is proportional to the radiant power
falling on a hypothetical pixel-sized sensor in the image plane. The
radiant power is given by the radiance integrated over the four-
dimensional domain of pixel area and solid angle of incoming di-
rections. This is estimated by sampling radiance over this domain
(i.e., by casting rays from the pixel area toward the lens).

There are several ways to improve the efficiency of this calcula-
tion. First, we sample within the solid angle subtended by the exit
pupil rather than sampling radiance over the entire hemisphere. Ad-
ditional noise reduction might also be obtained by importance sam-
pling, folding the factor of cos ��

cos ���

kx���x�k�
into the distribution of rays

over solid angle. Finally, efficiency can be improved by the use of
good sampling patterns, which can reduce the amount of error in a
pixel as well as affecting the overall distribution of noise in the final
image. We have used stratified and quasirandom sampling patterns
in our experiments.

Sampling without importance distribution is straightforward.
Rays are cast from points in the pixel area toward points on the
disk of the exit pupil, and the resulting values are weighted by
cos ��

cos ���

kx���x�k�
. We can think of these pairs of points on the pixel area

and exit pupil as being single points in the four-dimensional domain
of integration.

Rather than generating uniformly distributed points on the lens
and weighting them, we can perform importance sampling by gen-
erating rays with a cosine-weighted distribution in solid angle and
averaging the unweighted radiance values. We implemented an im-
portance version of the third square-to-disk mapping described be-
low. In the 35mm camera lenses that we tested, importance sam-
pling reduced noise by only about one percent, because the cos� ��

weighting factor only varied by approximately twenty percent (see
Figure 7). Since importance sampling adds a great deal of complex-
ity and expense to the sampling operation, we believe it is not worth
the effort in this particular application.

To generate these sample locations, it is usually necessary to start
with some pattern of points defined in the hypercube 	�� �
�. Two
of the dimensions are translated and scaled to the pixel area, and the
other two dimensions are mapped to the disk of the exit pupil. The
mapping from unit square to disk must be measure preserving (have
a constant Jacobian) in order to avoid introducing a sampling bias.
Thus, uniformly distributed points in the square map to uniformly
distributed points on the disk. There are a number of such mappings.
However, when mapping special sampling patterns such as stratified
patterns it is good to choose a mapping that does not severely distort
the shape of the strata. The obvious mapping,

r �
p
u� � � ��v (10)

is actually rather poor in this respect. A better mapping, used by
Shirley[13], takes concentric squares to concentric circles. For ex-
ample, in one wedge of the square, we have:

x
� � �x� �� y� � �y � �

r � y
�
� � �

x�

y�
(11)

A third mapping we have implemented takes subrectangles
	�� x
 � 	�� �
 to a chord with area proportional to x, as illustrated
below.
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���
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���
���

We have used two schemes to generate good sampling patterns in
the hypercube. One is stratified sampling, dividing the dimensions
of the hypercube into blocks and placing a sample randomly within
each block. Given N samples, we could divide the hypercube into
N

�

� strata along each dimension. For typical values of N (it is un-
usual for a distributed ray tracer to cast more than a few hundred rays
per pixel), this does not amount to many divisions of each dimen-
sion, and the benefits of stratification would be small. Instead, the
pixel-area dimensions and the aperture-disk dimensions are strati-



Figure 9: Images synthesized with a 35mm wide-angle lens using, in order of decreasing accuracy, the full lens simulation (left), thick approx-
imation (center), and the standard model (right). The top left arrow indicates the location of the scanline used in Figure 11.

fied separately as
p
N by

p
N grids on subsquares. To avoid sys-

tematic noise, the correlation of strata between pixel area and disk
are randomly permuted.

We have found that the choice of square-to-disk mapping and
stratification scheme strongly affect sampling efficiency and image
quality. Using Shirley’s mapping (11) yielded significantly lower
RMS error (15 percent lower than (10) in typical experiments) as
well as visibly improved image quality. Using the stratification
method described above gives reasonable pixel antialiasing where
edges are in sharp focus, and good distribution of noise in regions
where depth of field causes blur.

5 Results

We have implemented our camera model as part of a ray tracer. The
system supports rendering scenes using cameras constructed with
different lenses and film formats. Figure 8 shows four images gen-
erated by the renderer and the lenses used in taking each of them.
For each image, the camera was positioned in the scene so that the
bust was imaged at approximately the same place and magnification
on the film. As the focal length of the lens is increased, the rela-
tive size of the picture frame in the background grows, as expected.
Darkening near the edge of the image due to vignetting is also ap-
parent when using the fisheye and double-Gauss lens. These images
typically required 90 minutes of CPU time to compute on a Silicon
Graphics Indigo2 workstation at 16 rays per pixel. Approximately
10% of that time was spent tracing rays through the lens system, and
thus the use of the full lens simulation is quite practical.

Figure 9 illustrates the differences in image geometry resulting
from the use of different camera models. The standard camera
model produces an image with too large a field of view, with both
the bust and picture frame appearing smaller than in the full sim-
ulation image. The similarity of the full simulation and thick lens
images illustrates the fact that using a thick lens can result in a good

Figure 10: Camera focused on picture frame.
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Figure 11: Comparison of exposure computed by the standard
model (solid line), full simulation (dotted line), and thick approxi-
mation (dashed line), recorded at pixels along the indicated scanline
of each image of Figure 9.

approximation if the actual lens forms nearly ideal images.
Figure 10 illustrates the change in field of view that occurs when

the focus of a lens is changed. The figure shows the same scene as
that in Figure 9, but with the lens focused on the picture frame in the
background. Note that more of the front of the bust can be seen in
the lower-left corner compared to the full simulation image in Figure
9. This increased field of view is caused by the movement of the lens
towards the film plane when the lens is focused on a more distant
object.

The new camera model also produces significant differences in
exposure compared to the standard model. The exposure computed
for a typical scene by the full simulation and the two approximations
is shown in Figure 11. Exposure is generally overestimated in the
standard model, and, as expected, the error tends to grow near the
edge of the film.

An image taken with the fisheye lens is shown in Figure 12.
Again, barrel distortion and darkening caused by vignetting are ev-
ident.

6 Summary and Discussion

The physically-based camera model that we have described draws
upon techniques from both the lens design and computer graphics
literature in order to simulate the geometry and radiometry of image
formation. The lens system is described using standard lens con-
struction information, and its behavior is characterized by tracing
light rays through its various elements and weighting them properly.
The primary added cost of using the model is finding the intersec-
tion with and refraction caused by each lens surface; for reasonably
complex scenes the increase in rendering time is small, and the full



Figure 12:

simulation is very practical. Further, we show how the behavior of
well-corrected lens systems can be approximated using a projective
transformation derived from a thick lens approximation.

The new model is an improvement over standard models in a
number of ways:

� The geometric relationships between the lens, object, and film
plane are modeled properly by precise placement and move-
ment of lens elements. This is necessary for accurate field of
view and depth of field calculations.

� Image geometry is computed correctly by tracing the path of
light through the system. The model is capable of simulating
non-linear geometric transformations such as those produced
by fisheye and anamorphic lenses, while simultaneously com-
puting the correct exposure and depth of field.

� The image irradiance, or exposure, is computed properly be-
cause the model applies the correct weighting to rays traced
through the lens system, and derives the correct exit pupil to
control the limits of the integration. The model also correctly
accounts for vignetting due to the blockage of rays.

Although our model is more accurate than previous camera mod-
els, there are many aspects of cameras and lens systems that we have
not simulated. For example, our model assumes the shutter opens
and closes instantaneously, which is not true. Our model also as-
sumes that the lens transmittance is perfect, and that the properties
of lens surfaces do not vary with position or time. We have also ig-
nored many wavelength-dependent effects, in particular sensor sen-
sitivity and response, and chromatic aberration due to the variation
of index of refraction with wavelength. In the future we intend to
experimentally verify our model by simulating particular lens sys-
tems and comparing the results with captured images. The goal of
these experiments will be to find what level of detail of the camera
must be simulated to match computer-generated and photographic
images.
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