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Abstract. Q-resolution is a generalization of propositional resolution
that provides the theoretical foundation for search-based solvers of quan-
tified Boolean formulas (QBFs). Recently, it has been shown that an
extension of Q-resolution, called long-distance resolution, is remarkably
powerful both in theory and in practice. However, it was unknown how
long-distance resolution is related to QRAT, a proof system introduced
for certifying the correctness of QBF-preprocessing techniques. We show
that QRAT polynomially simulates long-distance resolution. Two simple
rules of QRAT are crucial for our simulation——blocked-literal addition and
blocked-literal elimination. Based on the simulation, we implemented a
tool that transforms long-distance-resolution proofs into QRAT proofs.
In a case study, we compare long-distance-resolution proofs of the well-
known Kleine Biining formulas with corresponding QRAT proofs.

1 Introduction

Quantified Boolean formulas (QBF) [19] extend propositional formulas with ex-
istential and universal quantifiers over the propositional variables. These quanti-
fiers lead to increased expressiveness, which makes QBF attractive for reasoning
problems in areas such as formal verification and artificial intelligence [3].

To obtain a better understanding of the strengths and limitations of dif-
ferent QBF-solving approaches, their underlying proof systems have been ex-
tensively analyzed, providing a comprehensive proof-complexity landscape for
QBF [6, 10,9, 4, 16]. Two kinds of proof systems have received particular atten-
tion: instantiation-based proof systems [5, 6], which provide the foundation for
expansion-based solvers like RAReQS [18], and resolution-based proof systems [16,
20,26, 1,24,2,7,17,23], which provide the foundation for search-based solvers
like Dep@BF [22]. Apart from these, also sequent systems have been studied [10,
8]. There is, however, another practically useful proof system—quite different
from the aforementioned ones—whose place in the complexity landscape was
still unclear: the QRAT proof system [15].

The QRAT proof system is a generalization of DRAT [25] (the de-facto stan-
dard for proofs in practical SAT solving) that has its strengths when it comes
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to preprocessing: Many QBF solvers use preprocessing techniques to simplify
a QBF before they actually evaluate its truth. With the QRAT system, it is
possible to certify the correctness of virtually all preprocessing simplifications
performed by state-of-the-art QBF solvers and preprocessors. Additionally, there
exist efficient tools for checking the correctness of QRAT proofs as well as for
extracting winning strategies (so-called Skolem functions) from QRAT proofs
of satisfiability [15].

It can be easily seen that QRAT simulates the basic Q-resolution calculus [20]
that allows only resolution upon existential variables. Likewise, it simulates the
calculus QU-Res [24], which extends Q-resolution by allowing resolution upon
universal variables. So far, however, it was unclear how QRAT is related to the
long-distance-resolution calculus [26, 1]—a calculus that is particularly popular
because it allows for short proofs both in theory and in practice [11].

In this paper, we prove that QRAT can polynomially simulate the long-
distance-resolution calculus. For our simulation, we need only Q-resolution and
universal reduction together with blocked-literal elimination and blocked-literal
addition using fresh variables [14, 21]. These four rules are allowed in QRAT. To
illustrate the power of blocked literals, we present handcrafted QRAT proofs of
the formulas commonly used to display the strength of long-distance resolution—
the well-known Kleine Biining formulas [20]. Our proofs are slightly smaller than
the long-distance resolution proofs of these formulas described by Egly et al. [11].

To put our simulation into practice, we implemented a tool that transforms
long-distance-resolution proofs into QRAT proofs. With this tool it is now possi-
ble to obtain QRAT proofs that certify the correctness of both the preprocessing
and the actual solving, even when using a QBF solver based on long-distance
resolution. We used our tool to transform long-distance-resolution proofs of the
Kleine Biining formulas into QRAT proofs. We compare the resulting proofs with
the handcrafted QRAT proofs as well as with the original proofs. Rounding off the
picture, we locate QRAT in the proof-complexity landscape of resolution-based
proof systems and discuss open questions.

2 Preliminaries

In the following, we introduce the background required to understand the rest
of the paper. A literal is either a variable x (a positive literal) or the negation &
of a variable z (a negative literal). The complement [ of a literal [ is defined as &
ifl=xand as z if | = Z. A clause is a disjunction of literals. A (propositional)
formula in conjunctive normal form (CNF) is a conjunction of clauses. A clause
can be seen as a set of literals and a formula can be seen as a set of clauses.

A quantifier prefiz has the form Q1 X ... Q,X,, where all the X; are mutually
disjoint sets of variables, @Q; € {V,3}, and Q; # Qi+1. A quantified Boolean
formula (QBF) ¢ in prenex conjunctive normal form (PCNF) is of the form 1.1
where II is a quantifier prefix and ), called the matriz of ¢, is a propositional
formula in CNF. The quantifier Q(IT,1) of a literal I is Q; if var(l) € X;. Let
QUI ) =Q; and QUL k) =Qj, then | <p kifi <j,and l <p kif i < j.



Using the truth constants 1 (true) and 0 (false), a QBF VaIl.¢) is false iff at
least one of IT.¢p[x/1] and I1.1p[x/0] is false where IT.1)[x/t] is obtained from II.¢
by replacing all occurrences of x in 9 by t and removing x from I1. Respectively,
a QBF 3xIl.y is false iff both II.¢p[x/1] and II.¢[x/0] are false. If the matrix
¢ of ¢ contains the empty clause (denoted by L) after eliminating the truth
constants according to standard rules, then ¢ is false. If ¥ is empty, ¢ is true.

2.1 Resolution-Based Calculi

In resolution-based calculi, a proof P of a QBF II.p = II.C; A--- ANCy, is a
sequence Cyy11, .. ., Cy, of clauses with C,, = L and for every C; (m+1 < i < n),
it holds that C; has been derived from clauses in ¢ or from earlier clauses in P
(i.e., from clauses with index strictly smaller than ) by applications of either
the V-red rule (also called universal reduction) or instantiations of the resolution
rule which are defined as follows:

CvVvz (V-red) Ccvli DVI

C cvD

The rule V-red is only applicable if the literal = is universal and if for every
existential literal [ € C, it holds that [ <;7 x. In the resolution rule, the resolvent
C V D is derived from its two antecedent clauses. We assume that no clause in
1 contains complementary literals, otherwise the V-red rule is unsound.

The most basic resolution-based calculus for QBF is the Q-resolution calcu-
lus (Q-Res) [20]. Tt uses the resolution rule @Q-res which requires that (1) [ is
existential and (2) C' does not contain a literal x such that Z € D. In contrast,
the long-distance-resolution calculus (LQ-Res) [26, 1] uses a less restrictive vari-
ant of the resolution rule, called LQ-res, which requires that (1) I is existential
and (2) for every literal © € C such that £ € D, it holds that x is universal
and [ <y x. Note that every Q-res step is also an LQ-res step. In the rest of
the paper, we refer to resolution steps as LQ-res steps only if they are not Q-res
steps, otherwise we refer to them as Q-res steps. Note that in the literature a
complementary pair x,Z is also represented by a so-called merged literal x*.

Ezample 1. Consider the QBF ¢ = JaVxIbIc.(aVZVe)A(ZVOVE)A(aVeVh)A(
The following is a long-distance-resolution proof of ¢: aVzZ Vb, xVZ Vb, xV
x, L. We explain this proof in more detail later (also see Fig. 1 on page 5).

(resolution)

)

2.2 The QRAT Proof System Light

In this paper, we do not need the power of the full QRAT proof system [15]. We
therefore introduce only a very restricted version of QRAT that is sufficient for
the simulation of the long-distance-resolution calculus.

One of the main concepts in this variant of QRAT is the concept of a blocked
literal. For the definition of blocked literals, we first have to introduce so-called
outer resolvents. Given two clauses CVz, DVZT of a QBF II.9, the outer resolvent
CVx < DV of CVa with DVZ upon z is the clause consisting of all literals in
C together with those literals of D that occur outer to x, i.e., the outer resolvent
is the clause CU{l |l € D and | <p z}. We can now define blocked literals:



Definition 1. A wuniversal literal x is blocked in a clause C V x w.r.t. a QBF
I1.%) if, for every clause DV T € 1\ {CVz}, the outer resolvent CV x <7, DV T
contains a pair of complementary literals.

Ezample 2. Let ¢ = JaVr,yIb.(aVaVy)A(@VvzVvb)A(gVzVb). The literal x
is blocked in a V x V y w.r.t. ¢: There are two outer resolvents of a V x V y upon
x, namely a V y V a, obtained by resolving with aVZ Vb, and a V y V g, obtained
by resolving with § V Z V b. Both contain a pair of complementary literals. O

If a literal is blocked in a clause, its removal is called blocked-literal elimination
(BLE) [14]. If, after adding a literal to a clause, the literal is blocked in that
clause, then this addition is called blocked-literal addition (BLA). Both BLE
and BLA do not change the truth value of a formula.

In our restricted variant of QRAT, a derivation for a QBF ¢ is a sequence
My, ..., M, of proof steps. Starting with ¢y = ¢, every M; modifies ¢;_; in one
of the following four ways, which results in a new formula ¢;: (1) It adds to ¢;_1
a clause that is derived from two clauses in ¢;_1 via a resolution step. (2) It adds
to ¢;—1 a clause C' that is obtained from a clause C'V x € ¢;_1 by a V-red step,
with the additional restriction that C' does not contain Z. (3) It adds a blocked
literal to a clause in ¢;_1. (4) It removes a blocked literal from a clause in ¢;_1.

A QRAT derivation M;,..., M, therefore gradually derives new formulas
@1, ..., ¢, from the starting formula ¢. If the final formula ¢,, contains the empty
clause L, then the derivation is a (refutation) proof of ¢. Note that the V-red
rule in QRAT is more restricted than the V-red rule from the resolution-based
calculi, making it sound also when clauses contain complementary literals.

To simplify the presentation, we do not specify how the modification steps
M; are represented syntactically. We also do not include clause deletion. Note
that certain proof steps can modify the quantifier prefix by introducing new or
removing existing variables. Note also that Q-resolution proofs do not contain
complementary literals, so they can be simply rewritten into QRAT proofs using
only Q-res and V-red steps. Finally, we want to highlight that for our simulation,
we do not need the unrestricted resolution rule; the Q-res rule suffices.

3 Illustration of the Simulation

We start by illustrating on an example how our restricted variant of QRAT
can simulate the long-distance-resolution calculus. As already mentioned, the
V-red rule used in QRAT is more restricted than the one in the long-distance-
resolution calculus because it does not allow us to remove a literal x from a clause
that contains Z. This means that once we derive a clause that contains both a
literal & and its complement Z, we cannot simply get rid of the two literals by
using the V-red rule. We therefore want to avoid the derivation of clauses with
complementary literals entirely. Now, the only way the long-distance-resolution
calculus can derive such clauses is via resolution (LQ-res) steps. So to avoid
the complementary literals, we eliminate them already before performing the
resolution steps. We demonstrate this on an example:



TVbVe aVzTVce
aVaxVb avVziVb
zVZIVDb

(Q-res)
(LQ-res) -
b (Q-res)

rV<T

(V-red)
% (V-red)

Fig. 1. LQ-res proof of QBF ¢ = JavVazIbIc.(@VZEV ) A(ZVDVE) A (aVxVDb)A (D).

Ezample 3. Consider the QBF ¢ = JaVz3bIc.(aVZIVe)A(ZVOVE)A(aVzV)A(D)
from Example 1. To increase readability, we illustrate its long-distance-resolution
proof as a proof tree in Fig. 1. To simulate this proof with QRAT, we first add
the resolvent aVZ Vb to ¢ via a Q-res step to obtain the new formula ¢’'. Now we
cannot simply perform the next derivation step (the LQ-res step) because the
resulting resolvent x V Z V b would contain complementary literals. To deal with
this, we try to eliminate = from the clause a V x V b. This is where the addition
and elimination of blocked literals come into play.

We cannot yet eliminate x from ¢’ because x is not blocked in a V z Vb with
respect to ¢’: For = to be blocked, all outer resolvents of a V z V b upon x must
contain complementary literals. The clauses that can be resolved with a Vz Vb
areaVzVe, aVzVb, and VbV While the outer resolvents with the former
two clauses contain the complementary literals a and a, the outer resolvent a Vb,
obtained by resolving with & V bV ¢, does not contain complementary literals.

Now we use a feature of QRAT to make x blocked in a V z VvV b: We add a new
literal 2’ (which goes to the same quantifier block as ) to aV Vb to turn it into
aV z'VxVb. The addition of z’ is clearly a blocked-literal addition as there are
no outer resolvents of a V' V x V b upon x’. Likewise, we add the complement
' of 2’ to TV bV ¢ to turn it into Z' VT V bV ¢é. Again this is a blocked-literal
addition since a V2’ V 2V b (which is the only clause containing the complement
a’ of Z') contains & while Z' V Z V bV € contains Z.

Now the complementary pair z’,Z’ is contained in the outer resolvent of
aVz'VzVbwithZ' VZIVbVeupon z. Thus, the literal © becomes blocked in
aVz'VzVband so we can remove it to obtain a V z’ V b. We have thus replaced
z inaVzVbby 2 and now we can resolve a V' Vb with aV Z Vb upon a
to obtain the resolvent ' V Z V b (instead of z V Z V b as in the original proof).
Finally, we resolve 2’ V Z V b with b to obtain 2’ V Z from which we derive the
empty clause | via V-red steps. a

To summarize, we start by adding clauses of a given long-distance-resolution
proof to our formula until we bump into an LQ-res step. To avoid complementary
literals in the resolvent of the LQ-res step, we then use blocked-literal addition
and blocked-literal elimination to replace these literals. After this, we can derive
a resolvent without complementary literals and move on until we encounter the
next LQ-res step, which we again eliminate. We repeat this procedure until the
whole long-distance-resolution proof is turned into a QRAT proof.



Note that the modification of existing clauses has an impact on later deriva-
tions. For instance, by replacing a V z V b in the above example with a \V 2’ V b,
we not only affected the immediate resolvent x V T V b, which we turned into
' VI Vb, but also the later resolvent x V Z, which became z’ V Z. We therefore
have to show that these modifications are harmless in the sense that they do
not lead to an invalid proof. We do so in the next section, where we define our
simulation in detail before proving that it indeed produces a valid QRAT proof.

4 Simulation

We first describe our simulation procedure on a high level before we specify
the details and prove its correctness. As we have seen, given a long-distance-
resolution proof, we can use QRAT to derive all clauses up to the first LQ-res
step. The crucial part of the simulation is then the elimination of complementary
literals from this LQ-res step, which might involve the modification of several
clauses via the addition and elimination of blocked literals.

Let ¢ = II.Cy A --- NC,, be a QBF and P = Cpq1,...,Cyr,...,C, be
a long-distance-resolution proof of ¢ where C,. is the first clause derived via an
LQ-res step. If there is no such C., the proof can be directly translated to QRAT.
Otherwise, in a first step, our procedure produces a QRAT derivation that adds
all the clauses Cp,41,...,Cr—1 to ¢ by using Q-res and V-red steps. It then uses
blocked-literal addition and blocked-literal elimination to avoid complementary
literals in the resolvent C,., which it thereby turns into a different resolvent C..
After this, it adds C.. to ¢ via a Q-res step. The result is a QRAT derivation of
a formula ¢’ from ¢. We explain this first step in Section 4.1.

In a second step, the procedure first removes all the clauses Cyyy1,...,Cr
from P since they—or their modified variants—are now all contained in ¢'. As
several clauses have been modified via blocked-literal addition and blocked-literal
elimination in the first step, it then propagates these modifications through the
remaining part of P. This turns P into a long-distance resolution proof P’ of ¢'.
We explain this second step in Section 4.2.

By repeating these two steps for every LQ-res step, we finally obtain a QRAT
proof of ¢. Thus, we have to show that after the above two steps (i.e., after one
iteration of our procedure), ¢’ is obtained by a valid QRAT derivation and the
proof P’ is a valid long-distance-resolution proof of ¢’ that is shorter than P.
The correctness of the simulation follows then simply by induction.

To simplify the presentation, we assume that the long-distance resolvent C.
contains only one pair of complementary literals, i.e., C,.., = C'V DV x V T was
derived from two clauses C' VIV 2 and D VIV Z where C' does not contain a
literal k such that k is contained in D. Although this assumption leads to a
loss of generality, we show later that our argument can be easily extended to
the more general case where C' and D are allowed to contain multiple pairs of
complementary literals.



4.1 QRAT Derivation of the Formula ¢’
Below we describe the QRAT derivation of ¢’ from ¢. Initially, ¢’ = ¢.

1. Add the clauses C,11,...Cr_1 to ¢’ via Q-res and V-red steps.

2. Consider the LQ-res step that derived C,. = C'V DV z V Z from two clauses

CVIiIVzxand DVIV Z: CViIv e DIV

CvVvDVzxVZz

Towards making = blocked in C' VIV z, add a new literal 2’ (that goes to
the same quantifier block as x) to C' VIV z to turn it into C VIV 2’V .

3. Add #’ to each clause C; € ¢’ for which (1) z € C;, and (2) the outer
resolvent of C VIV 2’V x and C; upon x is not a tautology.

4. Now z is a blocked literal in C' VIV 2’ V z. Eliminate it to obtain C VIV 2.

5. Add the clause C'V DV 2’V T to ¢’ by performing a Q-res step of C' VIV 2’
and D VIV Z upon [.

(LQ-res)

To see that this results in a valid QRAT derivation, observe the following: In
step 2, the addition of z’ is a blocked-literal addition, since Z’ is not contained
in any of the clauses. In step 3, for every C; with z € C;, the addition of Z’ is
a blocked-literal addition as only C'V IV 2’ V z can be resolved with C; upon
7' and the corresponding outer resolvent contains x and Z. Note that instead of
eliminating x from C V[V z, we could have also eliminated Z from D V1V Z. It
remains to modify the long-distance-resolution proof P of ¢ so that it becomes
a valid proof of ¢'.

4.2 Modification of the Long-Distance-Resolution Proof

We next turn the proof P = Cpyy1,...,Cp,...,Cy of ¢ into a proof P’ of ¢'.
First, we remove the clauses Cy, 41, ..., C, from P since ¢’ already contains vari-
ants C;,,q,...,C, of these clauses. Second, since we have modified the clauses
in ¢', we have to propagate these modifications through the remaining proof.

Assume, for instance, that in P the clause C).4; has been obtained by re-
solving a clause C; with a clause C;. Both C; and C; might have been affected
by blocked-literal additions so that they are now different clauses CY, Cj‘ € ¢.
To account for these modifications of C; and C, we replace C,; in P by the
resolvent of C; and C. Moreover, in cases where P removes z from a clause via
a V-red step, we now also remove x’. Analogously for 7’ and Z.

To formalize these modifications, we first assign to every clause C; with
1 <4 < r its corresponding clause of ¢ as follows:

C; u{z'} if Z € C; and the outer resolvent of C VIV z V 2/
) and C; upon z is not a tautology;
Ci= (Ci\{z})u{z’} fC;=CrorC;=CVIVu;

C; otherwise.



Note that, by construction, C; € ¢’ for 1 < ¢ < r. For every ¢ such that r < i < n,
we step-by-step, starting with ¢ = r + 1, define C] based on the derivation rule
that was used for deriving C; in P. We distinguish between clauses derived by
resolution steps and clauses derived by V-red steps:

Cask 1: C; has been derived via a resolution step of two clauses C; = C'V [ and
Cr =D Vluponl ie., C;=CVD. Wedefine C; = C7 \ {I} vV C; \ {l}.

CASE 2: C; has been derived from a clause C; via a V-red step. If the V-red step
removes a literal [ with var(l) # var(x), we define C] = C} \ {l}. If it removes ,
we define C] = C} \ {z, 2}, and if it removes T, we define C] = C" \ {Z,7'}.

Note that V-red steps of x and Z in P’ might remove two literals at once. Although
such V-red steps do not constitute valid derivation steps in a strict sense, this
is not a serious problem: These steps can be easily rewritten into two distinct
V-red steps since x and z’ are in the same quantifier block. For instance, the left
step below can be rewritten into the two steps on the right:

CVazVa

(V-red) Cvaz o
5

(V-red)

CVazVa
C

Next, we show that the resulting proof P’ is—apart from the minor detail just
mentioned—a valid long-distance-resolution proof of ¢'.

4.3 Correctness of the Simulation

To prove the correctness of our simulation, we first introduce a lemma that
guarantees that the modified long-distance-resolution proof P’ has a similar
structure as the original proof P:

Lemma 1. Let ¢' =II''C{ A--- ANC]. and P' = C|,,...,C], be obtained from
dp=ICiN---NCp, and P =Cp41,...,Cr,...,Cy as defined above. Then, for
every clause C{ with 1 <1i < n, the following holds: (1) If 2’ or x is in C!, then
x € Cy. (2) If T orz is in Cf, then T € C;. (3) C! agrees with C; on all literals
whose variables are different from x and o', i.e., CI\ {z,z,2', 7'} = C; \ {z, Z}.

Proof. By induction on 1.
BASE CASE (i < r): The claim holds by the definition of CY.

INDUCTION STEP (r < i): Consider the clause C; in P that corresponds to C!.
We proceed by a case distinction based on how C; was derived in P.

CASE 1: C; is a resolvent C;; \ {I} V Cy, \ {I} of two clauses O}, Cy. In this case,
Cl=Ci\{l} v Cp\ {l}. By the induction hypothesis, the statement holds for C;
and C}. Now, if C} contains z’ or z, then at least one of C’; and Cj, must contain
x’ or x and thus one of C; and C} must contain z, hence z € C;. Analogously,
if ¢} contains 7’ or Z, then C; contains z. Now, C agrees with C; on all literals



whose variables are different from z and 2/, and the same holds for C}, and Cj.
Thus, C] agrees with C; on all literals whose variables are different from  and «'.

CASE 2: C; has been derived from a clause C; via a V-red step, i.e., C; = C;\ {y}
for some universal literal y. By the induction hypothesis, the statement holds for
C?. 1f var(y) # var(z'), then Cf = C} \ {y} and thus the claim holds. If y = ,
then C} = C \ {z,2'} and thus the claim holds too. The case where y = 7 is
analogous to the case where y = . ad

We can now show that the proof P’, produced by our simulation procedure, is
a valid long-distance-resolution proof of ¢':

Theorem 2. Let ¢' = II'.C{\---ANC] and P' = C},,...,C, be obtained from
¢p=I.CyN--NCyp and P =Cpyy1,...,Cyp,...,Cy by our procedure. Then, P’
is a valid long-distance-resolution proof of ¢'.

Proof. We have to show that every clause C/ in P’ has been derived from clauses
in Cf,...,C!_; via a valid application of a derivation rule and that C] = L.
To show that every clause in P’ has been derived via a valid application of a
derivation rule, let C; be a clause in P’. We proceed by a case distinction based
on the rule via which its counterpart C; has been derived in P:

CAsE 1: C; has been derived from two clauses C},Cy via a Q-res step or an
LQ-res step upon some existential literal I. In this case, Cj = C}\ {1} v C} \ {I}.
We have to show that | € C7, [ € Cy, and for every literal ' € C’ such that I # 1
and I’ € C}, it holds that {’ is universal and | < . By Lemma 1, C’ agrees
with C} on all literals whose variables are different from the universal literals =
and ', Likewise for C} and Cj. Therefore, | € C} and leC,.

Now, assume C} contains a literal I such that I’ # [ and ' € Cy. If the
variable of I’ is different from x and z’, then it must be the case that I’ is
universal and [ <y I, for otherwise the derivation of C; in P were not valid.
Assume thus that the variable of I’ is either x or 2’. If I’ is either z or z’/, then
Lemma 1 implies that C; contains = and also, since I'e C}., that C}, contains Z.
Therefore, it holds that ! <p 2 (since otherwise the derivation of C; in P were
not valid) and since z’ and x are in the same quantifier block, it also holds that
I <p @', hence | <p I'. The case where I’ is T or &’ is symmetric.

CASE 2: C; has been derived from a clause C; via a V-red step, that is, by
removing a universal literal y such that for every existential literal I € Cj, it
holds that I' < y. If var(y) # =, then C = C} \ {y} and since, by Lemma 1,
C! coincides with C; on all existential variables, it holds for every existential
literal I € C} that I < y. If var(y) = z, then Cj is of the form C} \ {z,2'} or
Ci\ {z,z'}. Now, z and 2’ are in the same quantifier block and thus, with the
same argument as for var(y) = z, it holds for every existential literal I’ € C}
that I’ < Y.

Finally, to see that C/, = 1, observe the following: By Lemma 1, since x and Z are
not in Cy,, it follows that 2’ and Z’ are not in C,. Moreover, again by Lemma 1,
C,, and C, agree on all other literals. Therefore, C!, = C,, = L. ad



We can also show that our simulation does not introduce new LQ-res steps.
Hence, if a long-distance-resolution proof contains n LQ-res steps, our simulation
terminates after at most n iterations (the proof is omitted due to space reasons):

Theorem 3. Let P’ be obtained from ¢ = I1.4p and P by our procedure. Then,
P’ contains fewer LQ-res steps than P.

4.4 Clashes of Several Universal Literals

Until now, we assumed that LQ-res steps involve only one pair of complementary
universal literals. When multiple such pairs are involved, the procedure changes
only slightly: Instead of eliminating only a single literal from one of the clauses
that are involved in the LQ-res step, we now eliminate several of them. If we
start with the outermost one and gradually move inwards, we ensure that at
most one blocked literal is added per clause. We illustrate this on an example.
Consider the QBF ¢ = JaFVaIcvy3d.(bVzVeVyVd)AlaVEVe)A(@avbVvyVd)
and the following derivations in a long-distance-resolution proof:

aVZVe avobvigvd
bVzVeVyVd bVZVeVyVd
xVITVeVyVvVygVvd

(Qures)
(LQ-res)

In the LQ-res step, there are two pairs of complementary universal literals,
namely x,Z and y,y. We therefore try to get rid of both z and y in the left
antecedent L = bV VcVyVd of the LQ-res step. As in the case where only one
literal is removed, we start by deriving in QRAT all clauses that occur before
the LQ-res step. In this case, we add bV ZV eV §V d to ¢ via a Q-res step and
denote the resulting formula by ¢'.

Now we want to remove = from L via blocked-literal elimination. In order for
x to be blocked in ¢, all outer resolvents of L upon x have to be tautologies.
The formula ¢’ contains two clauses that can be resolved with L upon x, namely
bVZVeVyVdandaVZVec As the first clause contains b and L contains b,
the corresponding outer resolvent upon z contains b, b. But there are no comple-
mentary literals in the outer resolvent a V b with the second clause. We therefore
add a fresh literal 2’ to L and add its complement Z’ to @V T V ¢ to obtain ¢’ =
Ja3b¥aVa' IcVyId. (Ve v VevyVd)A(aVavE' Ve) A(avbvyVd) A(bVEVevyVvd).

We can now remove the blocked literal  from (bVaVa'VeVyVd) to obtain
L' =bVva' VeVyVd. If we now resolved L' with bV Z VeV §V d, we would get
the following LQ-res step:

bvaz'VevyVvd bVZVeVvyVd
’VIVeVyvyVvd

(LQ-res)

Since there is still a clash of y and 7, we need to get rid of y in L’. We are
lucky because we do not need to perform any blocked-literal additions: The only
clauses in ¢’ that contain g are aVbV gV dand bV Z VeV 7y Vd, and the outer
resolvents of L’ with both of them contain complementary literals. We can thus
remove y from L' and use a Q-res step to add the resulting resolvent to ¢':



bva'Vevd bVZVeVyVd

(Q-res)
¥VIVeVyVd

Similarly to the case where we only eliminated one literal, we then propagate
the corresponding changes through the rest of the proof to turn it into a valid
long-distance resolution proof of ¢'.

5 Complexity of the Simulation

After showing how a long-distance-resolution proof can be translated into a
QRAT proof, we still have to prove that the size (the number of derivation steps)
of the resulting QRAT proof is polynomial w.r.t. the size of the original proof and
the formula. We have seen that the long-distance-resolution proof and the QRAT
proof correspond one-to-one on resolution steps and V-red steps. Therefore, we
only need to estimate the number of blocked-literal addition and blocked-literal
elimination steps to obtain an upper bound on the size of the QRAT proof.
Consider a long-distance-resolution proof Cy,y1,...,Cy,...,C, of a QBF
II.Cy A --- ANCy,, where C). is the first clause that is derived via an LQ-res step:

CVIVxiV--Vayg DVIVEZL V- VT
C,=CVDVz VI V- VaL VT

(LQ-res)

We can make the following observation: To remove all the literals x1, . .., xx from
CVIVzxiV---VzL via blocked-literal elimination, we have to add at most one
new literal of the form Z to every clause C1,...,C,_1 if we start by eliminating
the outermost universal literal 1 and step-by-step work ourselves towards the
innermost literal x;. The reason this works is as follows:

Assume we have added the literal 2} to C VIV a1 V -+ V x and the cor-
responding literal Z] to another clause C; = C! V Z; to obtain complementary
literals in the outer resolvent of the resulting clauses CVIVx Vi V- Vx, and
C'V T V T} upon x1. Then, the outer resolvent of C'VIVxy Vz) V- -V z with
C' vV 1 V T} upon a literal x; that is inner to x; (i.e., 1 < ;) contains the
complementary pair z}, Z], so we have to add no further literals to C'V Z V Z.

Hence, the number of blocked-literal additions for literals of the form Z is
bounded by the number of clauses, that is, by n. Moreover, for every addition
of a literal Z} to some clause, there is at most one addition of the corresponding
literal . Therefore, there are at most 2n blocked-literal additions per LQ-res
step. Now, for every addition of a literal 7, there is exactly one elimination of
the corresponding literal x;. Thus, overall there are at most 3n blocked-literal
additions and eliminations for every LQ-res step. Since the number of LQ-res
steps is bounded by the number of clauses in the proof, the size of the QRAT
derivation is at most 3n2. It follows that whenever a QBF has a long-distance-
resolution proof of polynomial size, it also has a polynomial-size QRAT proof:

Theorem 4. The QRAT proof system polynomially simulates the long-distance-
resolution calculus.



6 Evaluation

We now know that QRAT can polynomially simulate long-distance resolution.
But what does it mean in practice? Can we have short QRAT proofs for formu-
las that have short long-distance-resolution proofs? To answer this question at
least partly, we consider the formulas well-known for having short long-distance-
resolution proofs while only having long Q-resolution proofs—the Kleine Biining
formulas [20]. A Kleine Biining formula of size n, in short KBKF,, has the prefix

Jag, a1, b1Vr13as, b2V . .. day,, b,Vr,deq, co, . . ., ¢, and the following clauses:
I ZC_LO B I ao\/C_Ll\/l_Jl B

Ai a; VIV C_li+1 \ bi+1 31 : b1 Va;V di+1 \ bi+1 fori e {171 - 1}
C : apVZ Ve V-V, C':byNVa, Ve V-V,

X;: %V X/ x Ve for i € {1..n}

We can reduce a formula KBKF',, to a formula KBKF,,_; by using only Q-res,
blocked-literal elimination, and clause-deletion steps* (no V-red steps or resolu-
tion upon universal literals). To do so, we use the clauses A,,, B,, C, C', X,, and
X! of KBKF,, to construct the clauses C' and C’ of KBKF,,_. The required 12
steps are shown below. The last two clauses (11 and 12) respectively correspond
to the clauses C' and C’ of KBKF,_.

1. a, VT, V& V- --Vér_1 (Q-res of C and X,,)
2. bV, VL V---VEn_1 (Q-res of C" and X))
3. (delete C, C', X,,, X7)
4. Ay A VT Vb VE,VE V- VEr_1 (Qresof 1 and An_q)
5 bp_1Vap_1Va, Ve, Ve V---Vip_1 (Qresof2and B, 1)
6. p_1V Tp_1 Vb VELV -V Er1 (BLE of z,, from 4)

7. by 1 VZp_1Va,VeLV---Veén_1 (BLE of x,, from 5)

8 Up 1 VZTp1Vr,VelV---Ven_1 (Q-res of 6 and B,,_1)
9. by_1VZp_1VIaVeEr V- Vi1 (Q res of 7 and A,,_ 1)
10. (delete 4, 5,6, 7, Ay—1, Bn-1)
11. ap_1VTp_1VELV---Vein_1 (BLE of =, from 8)
12. bp_1VTp_1VELV- Vi1 (BLE of z,, from 9)

Table 1 shows the sizes of the Kleine Biining formulas as well as of the corre-
sponding long-distance-resolution proofs (in the QRP format) and QRAT proofs.
The latter are obtained by the construction mentioned in this section. The size
of both types of proofs is linear in the size of the formula. Although QRAT proofs
use about twice as many proof steps (including deletion steps), the file size of
QRAT proofs is smaller. The explanation for this is that long-distance-resolution
proofs increase the length of clauses, while QRAT proofs decreases their length.

Short proofs of the KBKF' formulas can also be obtained by using resolution
upon universal variables as in the calculus QU-Res [24]. There is, however, a vari-
ant of the KBKF formulas, called KBKF,,—qu [2], which has only exponential
proofs in the QU-Res calculus. A KBKF',,—qu formula is obtained from KBKF',

4 Clause deletion was not used in the simulation, but is allowed in the QRAT system.



Table 1. The size of Kleine Biining formulas in the number of variables (#var) and
clauses (#cls). Additionally, the size of their long-distance-resolution proofs (in the
QRP format) in the number of Q-res steps (#Q), LQ-res steps (#L), V-red steps (#V),
and the file size in KB (ignoring the part that represents the formula). On the right,
the number of Q-res (#Q), BLE (#B), and deletion (#D) steps as well as the file size
for the manual QRAT proofs.

input LD proofs (QRP) QRAT proofs
formula | #var #cls| #Q #L #V file size| #Q #B #D file size
KBKF10 41 42] 41 18 38 6| 57 38 92 6

KBKF'so 201 202| 201 98 198 138 | 297 198 492 112
KBKF100| 401 402| 401198 398 5731 597 398 992 421
KBKFa00| 801 802| 801398 798 2321|1197 798 1992 1627
KBKF'500 | 2001 2002 | 2001 998 1998 16259 | 2997 1998 4992 11890

by adding a universal literal y; (occurring in the same quantifier block as ;)
to every clause in KBKF',, that contains z;, and a literal g; to every clause in
KBKF,,. For these formulas, blocked-literal elimination can remove all the y;
and y; literals, which reduces a KBKF',,—qu formula to a KBKF,, formula that
can then be efficiently proved using resolution upon universal literals.

In addition to the handcrafted QRAT proofs, we implemented a tool (called
ld2qgrat) that, based on our simulation, transforms long-distance-resolution
proofs into QRAT proofs. We used 1d2qrat to transform the long-distance-
resolution proofs of the KBKF,, formulas (by Egly et al. [11]) into QRAT proofs
and validated the correctness of these proofs with the proof checker QRAT-trim.
In the plain mode, 1d2qrat closely follows our simulation. Additionally, it fea-
tures two optimizations: (1) Given an LQ-res step upon ! with the antecedents
CVIVzand DVIVZ, if one of x or 7 is already a blocked literal, it is removed
with blocked-literal elimination. This avoids the introduction of new variables.
(2) Clauses are deleted as soon as they are not needed later in the proof anymore.

Table 2 shows properties of the QRAT proofs produced by 1d2qrat from the
long-distance-resolution proofs of the KBKF formulas. On the left are the sizes
of proofs obtained without the clause-deletion optimization. On the right are
the sizes of proofs with this optimization. A (least squares) regression analysis
confirms that the length (number of steps) of the QRAT proofs without deletion is
quadratically related to the length of the corresponding long-distance-resolution
proofs: The function f(z) = 0.2222 — 4.487 + 54.58 (where x is the length of the
long-distance-resolution proof and f(x) is the length of the QRAT proof) fits the
data from the above tables perfectly (the error term R? of the regression is 1).

7 QRAT in the Complexity Landscape

After the analysis of QRAT in theory and practice, we now locate it in the proof-
complexity landscape of resolution-based calculi for QBF, which is shown in
Fig. 2. Besides the long-distance-resolution calculus LQ-Res, another well-known
proof system is the calculus QU-Res [24], which extends the basic Q-resolution



Table 2. Comparison of the QRAT proofs obtained by applying 1d2qrat to long-
distance-resolution proofs (in the QRP format) of the Kleine Biining formulas. The file
size is given in KB and the time for translating the proof (time) is given in seconds.

QRP to QRAT w/o deletion QRP to QRAT w/ deletion
formula | #var #£step file size  time| #var #step file size  time
KBKF1o 59 1690 103 0.07] 59 448 26 0.01

KBKF'so 299 52170 18774  0.45| 299 6288 2227 0.12
KBKFi00| 599 214270 154299  3.77| 599 22588 16192  0.86
KBKFop0 | 1199 868470 1309559 30.70| 1199 85188 126375  7.95
KBKF500 | 2999 5471070 23622369 497.32| 2999 512988 2229195 124.10

calculus (Q-Res) by allowing resolution upon universals literals if the resulting
resolvent does not contain complementary literals. As QRAT also allows reso-
lution upon universal literals, it simulates QU-Res. Balabanov et al. [2] showed
the incomparability between LQ-Res and QU-Res by exponential separations. It
thus follows that QRAT is strictly stronger than both LQ-Res and QU-Res.

Another system that is stronger than both LQ-Res and QU-Res is the calculus
LQU™-Res [2], which extends LQ-Res by allowing (long-distance) resolution upon
universals literals. We know that either QRAT is strictly stronger than LQUT-Res
or the two systems are incomparable: On purely existentially-quantified formu-
las, LQU-Res boils down to ordinary propositional resolution (without com-
plementary literals in resolvents) whereas the QRAT system boils down to the
RAT system [25]. As the RAT system is strictly stronger than resolution—there
exist polynomial-size RAT proofs of the well-known pigeon hole formulas [13]
while resolution proofs of these formulas are necessarily exponential in size [12]—
LQU™-Res cannot simulate QRAT.

On the other hand, QRAT might be able to simulate LQU™-Res, but not with
our simulation of the long-distance-resolution calculus, because the simulation
cannot convert all LQUT-Res proofs into QRAT proofs. To see this, consider the
QBF JavVzVy3b.(aVx V) A(@VEVb)A(zVb)A(ZVYVDb) with the following
LQUT-Res proof [2]: z VE Vb, §Vb, 2VZVY, ©VZ, =, L. The proof can be
illustrated as follows:

- zVb TVY
aVxVb _a VZVDb (LQ-res) — Yy (QU-res)
xcVITVD yVb
TVIVY (@res)
———— (V-red)
TVIT oy req)
U (V-red)
1

In our simulation, we first replace the literal z in a V2 Vb by 2’ before resolving
the resulting clause a V' Vb with aV ZVb. The replacement of z by x’ also leads
to the addition of Z’ to Z V¢V b. If we now perform the universal resolution step
of x Vb with ZV Z' V7 V b, then we obtain the following partial proof:

aVvVa'Vbh  avivb . xVb V' VyVh
(Q-res)

T
' VIVb AVETAVA

(QU-res)




[ Res 26.1] | QRAT 5] |
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Fig. 2. Complexity landscape including QRAT. A directed edge from a proof system A
to a proof system B means that A is strictly stronger than B.

The Q-res step upon b is now impossible because z’ is in 2’ V Z V b and 7’
is in ' V 7 V b. We also cannot eliminate z’ from 2’ V Z V b via blocked-literal
elimination: This would require us to add a new literal 2"/ to 2’ V T V b and to
add 7’ to & V i V b leading to the new pair 2",z of complementary literals.

Our key result, Lemma 1, does not hold anymore when allowing resolution
over universal literals. Lemma 1 guarantees that whenever a new literal T’ is
in a proof clause C! of the modified long-distance-resolution proof, then T was
contained in the corresponding clause C; in the original proof. The above example
shows that resolution over universal literals destroys this property: Although z’ is
contained in the clause Z’'V Vb, the literal z is not contained in the corresponding
clause y V ¢ V b of the original proof because we resolved it away.

8 Conclusion

We showed that the QRAT proof system polynomially simulates long-distance
resolution. In our simulation, we used only a small subset of the QRAT rules:
Q-resolution, universal reduction, blocked-literal addition, and blocked-literal
elimination. Based on our simulation, we implemented a tool that transforms
long-distance-resolution proofs into QRAT proofs. The tool allows to merge a
QRAT derivation produced by a QBF-preprocessor with a long-distance-resolu-
tion proof produced by a search-based solver. The correctness of the resulting
QRAT proof can then be checked with a proof checker such as QRAT-trim [15]. We
evaluated the tool on long-distance-resolution proofs of the well-known Kleine
Biining formulas and manually constructed QRAT proofs of these formulas that
are smaller than their long-distance counterparts.

We further noted that our simulation breaks down if the long-distance-
resolution calculus is extended by resolution upon universal literals, as in the
calculus LQU™-Res. Investigating the exact relationship between LQU'-Res and
QRAT therefore remains open for future work. Another open question is whether
blocked-literal elimination can be polynomially simulated in LQU"-Res. We also
do not know whether it is possible to simulate long-distance resolution with only
Q-resolution, universal reduction, clause deletion, and blocked-literal elimination
(but no blocked-literal addition). Finally, what is still unclear is how QRAT re-
lates to instantiation-based proof systems and sequent proof systems. Answers to
these questions will shed more light on the proof-complexity landscape of QBF.
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