
Objectives

• Devise a general method to extract representative rules describing and prediction errors of deep learning models
• Improve models based on the discovered insights

Step 1: Meta-feature 
extraction

Step 2: Rule Extraction 4. Improve the Models
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Step 3: Analyze the Rules

dev test-dev test-std
ViLBERT 68.75 69.47 69.64

Ours 69.44 69.64 69.82

Model Acc
RoBERTa 72.1

Ours 72.45

Performance comparison on VQA v2.0

Performance comparison on Commonsense QA

ConclusionWe presented a novel pipeline that helps automate the error analysis process by learning interpretable rules that characterize the type of mistakes that a system makes. We demonstrated the ability to ``close the loop'' and use the insight gained from some of the induced rules to make modest improvements to ViLBERT and RoBERTa. These simple but effective approaches have the potential to be applied in production environment shortening the iterative update cycle of models.
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