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Incorporate linguistic knowledge mined from external
text to improve Video Description. [1]
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We propose to add linguistic knowledge from external
text corpora to enhance the quality of LSTM-based video
description networks.

DATASETS

We evaluate our approach on a large, realistic collection
of YouTube videos and movies.

A woman is cooking onions.
Someone is cooking in a pan.
someone preparing something
a person coking.

racipe for katsu curry

A girl is ballet dancing.

A girl is dancing on a stage.
A girl is performing as a
ballerina.

A woman dances.

A man is sitting and playing
a guitar

A man is playing guitar

i Street artists play guitar.

A man is playing a guitar.

a lady is playing the guitar.

A train is rolling by.

A train passes by Mount Fuiji.
A bullet train zooms through
@88 the countryside.

A train is coming down the
tracks.

(a) YouTube Video corpus

Abby clasps her hands
around his face and
kisses him passionately.

For the first time in
her life, she stops think-
ing and grabs Mike and
kisses the hell out of him.

(b) MPII Movie Description Dataset

The YouTube dataset, collected by (Chen and Dolan,
ACL 2011) consists of 1970 videos, where each video
is accompanied by about 41 human descriptions (sen-
tences), see (a) above. We also show results on large
movie description corpora like the Montreal and MPII
movie description datasets, see (b) above.

DVS: Abby gets in the
basket. how high they are.

Mike leans over and sees

Mike looks down to see —
they are now fifteen feet
above the ground.

Script: After a moment a
frazzled Abby pops up in
his place.
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TECHNIQUES

We propose multiple approaches to integrate language
models trained on unannotated text corpora with exist-
ing video-captioning systems.

Our early fusion approach, simply initializes the
weights of the video-captioning LSTM with an LSTM
language model trained on large external text corpora.
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(a) Late Fusion

Our late fusion approach combines the language model
and the video captioning model by re-scoring the soft-
max output of the video-to-text model.
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(b) Deep Fusion

Our deep fusion model learns jointly from the hidden
representations of the Language Model and S2VT video-
to-text model (Vid-LSTM). So, the video description net-
work is trained with the knowledge of the LSTM LM.

—— e S

\ “SeaWorld

d.otpkin

o AJ
P 4 @A -

Camem”f 71{/ | \

porpoi,se

(c) Distributional Embeddings

Additionally, instead of the typical “one-hot” represen-
tations for words, we use distributional word embed-
dings. Embeddings such as word2vec and Glove are
dense vector-space representations of words that capture
fine-grained semantic and syntactic regularities

EVALUATIONS

We evaluate our models on automatic machine transla-
tion metrics - METEOR and BLEU. We also obtain hu-
man judgements on ‘Relevance’ and ‘Grammar’.
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Evaluations using automated metrics on the Youtube
video dataset.

RESULTS - YOUTUBE

Model METEOR B-4 Relevance Grammar
S2VT 292 37.0 2.06 3.76
Early Fusion 29.6  37.6 - -
Late Fusion 29.4 37.2 - -
Deep Fusion 29.6 393 - -
Glove 30.0 37.0 : -
Glove+Deep

- Web Corpus 303 381 212  4.05%
- In-Domain 30.3 38.8 221* 4.17%
Ensemble 314 421 2.24* 4.20%
Groundtruth 4.52 4.47

Youtube dataset: METEOR and BLEU@4 in %, and hu-

man ratings (1-5) on relevance and grammar. Best results
in bold, * indicates significant over S2VT.

RESULTS - MOVIES

Model MPII-MD M-VAD
METEOR Grammar | METEOR Grammar
S2VT1 6.5 2.6 6.6 2.2
Early Fusion | 6.7 - 6.8 -
Late Fusion 6.5 - 6.7 -
Deep Fusion | 6.8 - 6.8 -
Glove 6.7 3.9% 6.7 3.1%
Glove+Deep | 6.8 4.1* 6.7 3.3%

Movie dataset: METEOR in %, and human ratings (1-
5) on grammar (higher is better). Best results in bold, *
indicates significant over S2V'T.
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Project Page with Code and Examples
http://vsubhashini.github.io/
language_fusion.html

EXAMPLES

Results on the Movie Description Corpora.

S2VT: The sunsets down on the homestead.

Glove: The unk mountains of the river, which is filled with a
large sea.

Glove+Deep: The hogwarts express chugs through the
barren moorland.

GT: Steam billows from the funnel as the hogwarts express
travels through the rain beside the edge of a vast lake.

Correct

S2VT: Someone pulls up the car.
Glove: Someone is in the car, looking out of the window
2 Glove+Deep: The car is coming down the street, and
W | someone is waiting for the car.
i GT: He slows down in front of one house with a triple garage and
box tree on the front lawn and pulls up onto the driveway.

S2VT: Someone is standing in the hall.

Glove: Someone looks at someone, then turns to someone.
Glove+Deep: Someone looks at someone, who is still
standing in the doorway , watching the tv.

GT: Someone thrusts a wet umbrella at someone.

S2VT: Someone is in the kitchen.

Glove: Someone walks into the kitchen and sits down.
Glove+Deep: Someone walks over to the window and looks out.
GT: Someone is still eating and watching television.

Related (but doesn’t match GroundTruth)

~ S2VT: Someone is standing in front of a large , closed-down
8 ¢ cas station by the side of the road.
@@ Glove: Someone is sitting on the ground, his head bowed.
i Glove+Deep: Someone is walking along the sidewalk, a tall
LiLBE camel, a man in a ferret, a bloodhound drooling.
GT: A magnificent creature stands in front of them.

S2VT: Someone takes a head. The man on a door.

Glove: Someone unk her gaze. Someone and someone dance.
Glove+Deep: Someone and someone watch the dance floor.
Someone and someone dance.

GT: He leads her to the dance floor and flings off his jacket.
He raises her arms above her head.

S2VT: Someone and someone pull up to the car. Someone
looks up at the departing security window.

Glove: Someone pulls out a car. Someone glances at the
wheel, then turns to the side of the road.

UG | Glove+Deep: Someone pulls out a pair of doors and slides out
S sn sl of the car. He pulls out a pistol.

: GT: Drawing his gun, someone returns fire. Someone cowers .
The pick-up swerves onto the one-way street and jams itself
alongside the delta, mangling the convertibles headlight and
someone. The vehicles separate. Someone bashes the pick-up.

S2VT: Someone, someone walks into the window.

Glove: Someone is in the back of the car.

Glove+Deep: Someone grabs the phone and punches it at
—§l someone.

™ GT: Someone grabs the tablecloth.

Incorrect

FUTURE DIRECTIONS

We also show that knowledge from external sources
can be used to generate captions for obejcts without
paired image-caption data. [2]

g NOC: Jointly train on multiple B
sources with auxiliary objectives. | . A woman is holding a large
IMAGENE T+ . MSCOCO + }; megaphone in her hand.

N /

[l mscoco }

Training only on image-caption data.

A woman is sitting on a
bench in front of a building.




