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• Represent “meaning” as a point in some high-
dimensional space

• Word relatedness correlates with some distance metric

• Attributional: Almuhareb and Poesio (2004), Bullinaria and 
Levy (2007), Erk (2007), Griffiths et al. (2007), Landauer and 
Dumais (1997), Padó and Lapata (2007), Sahlgren (2006), 
Schütze (1997)

• Relational: Moldovan (2006), Pantel and Pennacchiotti 
(2006), Turney (2006)

Vector Space Lexical Semantics
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Some practical benefits

• “Meaning” is a mixture over prototypes, capturing 
polysemy and thematic variation.

• Can exploit contextual information to refine word 
similarity computations:

• e.g., is “the bat flew out of the cave” similar to “the girls 
left the club” ?

• “Senses” are thematic and very fine-grained 

• e.g., the hurricane sense of position
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• Essentially just clustering word occurrences

• Doesn’t find lexicographic senses; captures contextual 
variance directly.
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• Just treat all occurrences as an ensemble representing 
meaning.

• Compute similarity as the average of the K most similar 
pairs.

• Heavily influenced by noise, but captures more structure

Erk (2007), Vandekerckhove et al. (2009)
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• Choosing an embedding vector space: 

• features (unigram, bigram, collocation, dependency, ...)

• feature weighting (t-test, tf-idf, χ2, MI, ...)

• metric / inner product (cosine, Jaccard, KL, ...)

• The multi-prototype method is essentially agnostic to 
these implementation details

Feature Engineering / Weighting

Curran (2004)
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• Wikipedia as the base textual corpus (2.8M articles, 2B 
words)

• Evaluation:

1. WordSim-353 collection (353 word pairs with ~15 human 
similarity judgements each) Finkelstein et al. (2002); using 
Spearman’s rank correlation Agirre et al. (2009)

2. Predicting related words; human raters from Amazon Mechanical 
Turk

Experimental setup



Results: WordSim-353 Correlation
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Results: Non-contextual Prediction
Non-contextual Near-Synonym Prediction Contextual Near-Synonym Prediction

Figure 3: (left) Near-synonym evaluation for isolated words showing fraction of raters preferring multi-

prototype results vs. number of clusters. Colored squares indicate performance when combining across

clusterings. 95% confidence intervals computed using the Wald test. (right) Near-synonym evaluation for

words in a sentential context chosen either from the minority sense or the majority sense.

each method (top word), the multi-prototype pre-

diction is chosen significantly more frequently (i.e.

the result is above 0.5) when the number of clus-

ters is small, but the two methods perform sim-

ilarly for larger numbers of clusters (Wald test,

α = 0.05.) Clustering more accurately identi-

fies homonyms’ clearly distinct senses and produces

prototypes that better capture the different uses of

these words. As a result, compared to using a sin-

gle prototype, our approach produces better near-

synonyms for homonyms compared to polysemes.

However, given the right number of clusters, it also

produces better results for polysemous words.

The near-synonym prediction task highlights one

of the weaknesses of the multi-prototype approach:

as the number of clusters increases, the number of

occurrences assigned to each cluster decreases, in-

creasing noise and resulting in some poor prototypes

that mainly cover outliers. The word similarity task

is somewhat robust to this phenomenon, but syn-

onym prediction is more affected since only the top

predicted choice is used. When raters are forced

to chose between the top three predictions for each

method (presented as top set in Figure 3 left), the ef-

fect of this noise is reduced and the multi-prototype

approach remains dominant even for a large num-

ber of clusters. This indicates that although more

clusters can capture finer-grained sense distinctions,

they also can introduce noise.

When presented with words in context (Figure

3 right),
7

raters found no significant difference in

the two methods for words used in their majority

sense.
8

However, when a minority sense is pre-

7
Results for the multi-prototype method are generated using

AvgSimC (soft assignment) as this was found to significantly

outperform MaxSimC.
8
Sense frequency determined using Google; senses labeled

manually by trained human evaluators.
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Contextual Prediction

I have some reservation due to the high potential for violations. 
Which word is more related to reservation as used in the sentence above?

    tribal

    thoughtful

When there is more variation in wage offers, the searcher may want to 
wait longer (that is, set a higher reservation wage) in hopes of receiving 
an exceptionally high wage offer.
Which word is more related to reservation as used in the sentence above?

    tribal

    minimum
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• Represent word meaning as a collection of 
prototype vectors.

• Outperforms single-prototype, but introduces more 
noise (like exemplar).

• Trade-off for doing clustering step.

• Can we define better distance metrics? KL?

• account for asymmetry?

Conclusion



Questions?
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Figure 2: Effects of feature pruning and representation on WS-353 correlation broken down across multi-

prototype representation size. In general tf-idf features are the most sensitive to pruning level, yielding

the highest correlation for moderate levels of pruning and significantly lower correlation than other rep-

resentations without pruning. The optimal amount of pruning varies with the number of prototypes used,

with fewer features being optimal for more clusters.

occurrence. In both cases, several different fea-

ture weighting are evaluated: tf, tf-idf, t-test, and

χ2
(Curran and Moens, 2002). Feature vectors are

pruned to a fixed length f , discarding all but the

highest-weight features. Finally, semantic similar-

ity between word pairs is computed using cosine

distance (�2-normalized dot-product).
2

4 Results

Basic results regarding feature pruning are sum-

marized in Table 1. For WS-353, we find that

unigram collocations perform the worst without

pruning (ρ=0.25 for multi-prototype and ρ=0.25
for single prototype), followed by ESA (ρ=0.59),

but that with optimal pruning both methods per-

form about the same (ρ=0.73 and ρ=0.74 respec-

tively). The unpruned multi-prototype approach

does poorly with tf-idf features because it ampli-

fies feature noise by partitioning the raw occur-

rences. When employing feature pruning, how-

ever, we find that unigram collocations outperform

ESA and across a wide range of pruning levels.

Note that pruning clearly helps in all three test

cases and across a wide range of settings for f (cf.

Figure 2 and Figure 3).

For WN-Evocation, again we find significant

benefit to feature pruning in both the single-

prototype and multi-prototype case. The best cor-

relation results are again obtained using pruned

tf-idf with multiple-prototypes (ρ=0.25 for con-

2
(Parameter robustness) We observe lower correlations

on average for T=25 and T=5 and therefore observe T=10
to be near-optimal. Substituting weighted Jaccard similarity

for cosine distance does not significantly affect the results in

this paper.

Method WordSim-353 WN-Evocation

Sim. Rel. Both Cont. Turk

Human
a

0.78 0.74 0.75 0.02 0.37

Agirre et al. (2009)

best unsup.
b

0.72 0.56 0.66 - -

best oracle
c

0.83 0.71 0.78 - -

Single Prototype

all 0.26 0.29 0.25 0.10 0.10

f = 1000 0.76 0.72 0.73 0.21 0.16

f = 5000 0.65 0.55 0.59 0.15 0.13

f = 10000 0.56 0.46 0.52 0.14 0.12

Multi-Prototype (50 clusters)
d

all 0.07 0.17 0.07 0.05 0.08

f∗ = 1000 0.78 0.70 0.74 0.25 0.16

f∗ = 5000 0.81 0.76 0.77 0.24 0.16

f∗ = 10000 0.79 0.74 0.74 0.24 0.15

Explicit Semantic Analysis

all 0.58 0.59 0.56 - -

f = 1000 0.75 0.66 0.70 - -

f = 5000 0.77 0.73 0.74 - -

f = 10000 0.77 0.74 0.74 - -

a
Surrogate human performance computed using

leave-one-out Spearman’s ρ averaged across raters for

WS-353 and randomized for WN-Evocation. In

WN-Evocation, the small number of ratings per pair

and randomization makes LOO an unreliable estimator

and thus should be interpreted as a rough lower bound.
b

WordNet-based multilingual approach.
c

Supervised combination of b, context-window features

and syntactic features.

d
Effective number of features, f∗

def
= f/K is given in

order to enforce a fair comparison.

Table 1: Correlation results on WS-353 and WN-

Evocation comparing previous studies and sur-

rogate human performance to weighted unigram

collocations with feature pruning. Prototype and

ESA-based approaches shown use tf-idf weight-

ing and cosine distance. Multi-prototype results

are given for 50 clusters (K = 50).


