
DAVID HARWATH
Assistant Professor, UTCS

VISUALLY GROUNDING SPEECH 
FOR MULTIMEDIA RETRIEVAL 
AND BEYOND

NOVEMBER 8, 2022



ASR: A ML Success Story
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The Automatic Speech Recognition Learning Paradigm
• The traditional training paradigm for speech recognition is >40 years old

• {Speech, words} pairs enable alignment at phone/character level
• Training becomes an exercise in aligning “beads on a string”

• This is not how humans learn speech!

• Cost of annotations limits ASR to major languages of the world

• An ability to learn 1) with weakly constrained inputs from 2) freely available data, will 
be a major paradigm shift for ASR
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• 7,151 languages spoken worldwide today, half of which 
have less than 10,000 speakers each

• Approximately 3,000 languages are unwritten



Self-Supervised Learning (SSL) to the Rescue
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1. Pre-train on large amount of 
untranscribed speech data (e.g. 1 to 
60k hours) with masked language 
modeling objective

2. Add a projection layer on output + 
do supervised fine-tuning (e.g. with 
CTC) on smaller amount of 
transcribed speech

Baevski et al., “wav2vec 2.0: A Framework for Self-Supervised Learning of Speech Representations,” 2020
Hsu et al., “HuBERT: Self-Supervised Speech Representation Learning by Masked Prediction of Hidden Units,” 2021



Wav2vec2.0 ASR on Librispeech
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Contemporary models, fully 
supervised (960 hours of 
transcribed speech)

Wav2vec2.0 fine-tuned on 1 
hour of transcribed speech

Baevski et al., “wav2vec 2.0: A Framework for Self-Supervised Learning of Speech Representations,” 2020



Are there other forms of SSL?

7Virginia de Sa, “Learning Classification with Unlabeled Data,” Proc. NeurIPS 1994
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Learning to associate the speech you hear with the things you see…
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Grounding as a learning 
objective

…entails the ability to extract meaning from speech
…which entails the ability to recognize spoken word forms
…which entails the ability to recognize sub-word sounds



Talk Outline
1. Learning representations of speech with visual grounding [Harwath, Torralba, and Glass, 

NeurIPS 2016], [Harwath and Glass, ACL 2017], [Harwath et al., ECCV 2018]

2. Hybridizing dual-encoders and cross-modal attention models for visually grounding 
speech [Peng and Harwath, ICASSP 2022]

3. Emergent Word Discovery with Visually-Grounded HuBERT [Peng and Harwath, Interspeech
2022]

4. Learning audio-visual representations of instructional videos in the wild [Rouditchenko
et al., Interspeech 2021]

5. Learning to generate spoken image descriptions without text [Hsu, Harwath, Miller, Song, and 
Glass, ACL 2021]
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Visually Grounded Speech via Spoken audio captions

12
[Harwath, Torralba, and Glass, NeurIPS 2016]
[Harwath et al., ECCV 2018]



Spoken caption datasets we’ve collected

1. Flickr8k Audio Captions
• 8,000 images from Flickr8k dataset [Hodosh et al., 2013] each with 5 text 

captions which are read aloud by native English speakers
2. Places Audio 400k

• 400,000 images from MIT Places dataset [Zhou et al., 2014], each with one 
spoken English caption (spontaneous speech)

• Approx. 100,000 of the images also have Hindi and Japanese captions
3. SpokenCOCO

• 120,000 images from MSCOCO dataset [Lin et al., 2014], each with 5 text 
captions which are read aloud by native English speakers

4. Spoken Moments in Time
• 500,000 short video clips from Moments in Time dataset [Monfort et al., 

2019], each with one spoken English caption (spontaneous speech)
13
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Jointly Embedding Speech and Images

15[Harwath et al., ECCV 2018]



Push

Push

Pull

Training with a contrastive loss
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Anchor 
example 𝑎

Paired 
example 𝑝

Imposter 
example 𝑖

Imposter 
example 𝑗

Various formulations of contrastive loss 
have been used, e.g. triplet [Harwath et al., 
2016] and InfoNCE [Ilharco et al., 2019]



Image Retrieval: 
Given caption, find image 

Caption Retrieval:
Given image, find caption

Evaluation metric: 𝑃 correct result is in top 10 retrieved examples
(Recall @ 10)

Evaluation: image and caption retrieval
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Matchmap convergence
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Semantic co-segmentation



Examples of audio-visual clusters









Talk Outline
1. Learning representations of speech with visual grounding [Harwath, Torralba, and Glass, 

NeurIPS 2016], [Harwath and Glass, ACL 2017], [Harwath et al., ECCV 2018]
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4. Learning audio-visual representations of instructional videos in the wild [Rouditchenko
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Tan and Bansal,” LXMERT: Learning 
Cross-Modality Encoder Representations 
from Transformers,” EMNLP 2019

Su et al., “VL-BERT: Pre-Training of Generic Visual-
Linguistic Representations,” ICLR 2020

Lu et al., “ViLBERT: Pretraining Task-Agnostic 
Visiolinguistic Representations for Vision-and-
Language Tasks,” NeurIPS 2019

Chen et al., “UNITER: UNiversal Image-TExt
Representation Learning,” ECCV 2020



Dual-Encoders vs. Cross-Attention
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Image 
Encoder

Speech 
Encoder

Compute Vector 
Similarity Score

Shared 
Encoder

Directly 
Predict 
Score

Pros: Simple, lightweight, fast retrieval/scoring if 
you pre-compute embeddings

Cons: Less powerful at modeling cross-modal 
interactions

Pros: More powerful at modeling cross-
modal interactions

Cons: More expensive to train, can’t pre-
compute embeddings so retrieval is slower



Fast-Slow Transformer for Visually 
Grounding Speech (FaST-VGS)

Puyuan Peng and David Harwath. "Fast-slow transformer for visually grounding speech.” ICASSP 2022



Training

FaST-VGS

Small 𝑺𝒄, 𝑺𝒇Big 𝑺𝒄, 𝑺𝒇

matched unmatched



Coarse vs. Fine Retrieval
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Coarse
Use scores computed with outputs of dual 

encoder to perform retrieval

Fine
Use scores computed with 

outputs of Cross-Modal 
encoder to perform 

retrieval



Coarse-To-Fine (CTF) Retrieval
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Coarse-To-Fine
1. Use scores computed with outputs of dual 

encoder to retrieve the top K items

2. Re-rank the top K items from Step 1 using 
the Fine retrieval scores



Comparison of Retrieval Methods
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Speech-Image Retrieval on Places400k
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[1] D. Harwath, A. Recasens, D. Suris, G. Chuang, A. Torralba, and J. Glass, “Jointly discovering visual objects and spoken words from raw 
sensory input,” IJCV, 2019.
[2] R. Sanabria, A. Waters, and J. Baldridge, “Talk, don’t write: A study of direct speech-based image retrieval,” Proc. Interspeech, 2021



Comparison to Text-Image Matching Models
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[1] L. Qu, M. Liu, J. Wu, Z. Gao, and L. Nie, “Dynamic modality interaction modeling for image-text retrieval,” in ACM SIGIR, 2021



Talk Outline
1. Learning representations of speech with visual grounding [Harwath, Torralba, and Glass, 

NeurIPS 2016], [Harwath and Glass, ACL 2017], [Harwath et al., ECCV 2018]

2. Hybridizing dual-encoders and cross-modal attention models for visually grounding 
speech [Peng and Harwath, ICASSP 2022]

3. Emergent Word Discovery with Visually-Grounded HuBERT [Peng and Harwath, Interspeech
2022]

4. Learning audio-visual representations of instructional videos in the wild [Rouditchenko
et al., Interspeech 2021]

5. Learning to generate spoken image descriptions without text [Hsu, Harwath, Miller, Song, and 
Glass, ACL 2021]

38



CLS token

CLS token

Unsup ViT (DINO)

HuBERT
We will examine the self-attention maps of the speech 
model to see if we can interpret any patterns from them 

Visually-Grounded HuBERT (VG-HuBERT)



Multihead Self-attention Layer

speech frame tokens 

……
CLS token

Visualize CLS 
token’s attention to 
all other speech 
frame tokens

HuBERT

Visually-Grounded HuBERT (VG-HuBERT)



More Examples



Does HuBERT also discover words? 

42

VG-HuBERT

HuBERT



1.Can VG-HuBERT localize words?
71% of words covered by an attention segment on 
SpokenCOCO test set

2.Can VG-HuBERT segment words?
Word level speech segmentation, measured by precision, recall, 
F1

3.Can VG-HuBERT identify words?
K-Means clustering on attention segments

Evaluating Word Discovery



Use mid-points of attention boundaries as predicted word boundaries:

Precision = #HIT/#PredictedBoundaries
Recall = #HIT/#GTBoundaries 
F1 = 2*Precision*Recall / (Precision + Recall)

HIT: 1 if a predicted boundary is within ±20ms of a ground truth boundary 

HIT no HIT HIT no HIT

Evaluating Word Segmentation



Segmentation Results on Buckeye



1. Run KMeans on the mean-pooled CLS attention segmented features
2. Use the KMeans model to assign each segment a cluster number (code)
3. Use the assigned codes as word detectors, calculate precision, recall, F1 
between code and the word that it overlaps the most with.

23 91 124 32 203 …… …… 32 …47

Define a word to be detected, if it has F1 > 0.5 with a code

Evaluating Word Clustering



Word detection 
Results across 
different layers

SpokenCOCO val set vocab size = 6000

HuBERT

VG-HuBERT
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Learning language by watching TV
● So far, all of the models I’ve shown utilize still-frame 

images that were described by human speakers

● Video and multimedia content on the internet has 
exploded in volume (30k hours of video uploaded to 
YouTube every hour)

● Can we leverage this “freely available” data to do 
cross-modal learning?
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HowTo100M

50

1.2M instructional videos from YouTube (130,000 hours)
23,000 different activities

Meich et al., ICCV 2019
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AVLnet Model
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[Rouditchenko et al., Interspeech 2021]

• Randomly sample 10-second clips from videos
• Treat the co-occurring audio and visual streams as matched pairs
• Train with contrastive objective by sampling mismatched audio/visual 

streams from other clips in the same minibatch
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Retrieval-Based Evaluation

Task: Given the audio stream of a video clip, correctly match 
it with its corresponding video stream



53

No pretraining

HowTo100M
Pretrained
(Zero Shot)

HowTo100M
Pretrained

(Fine-Tuned)

Retrieval Results
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Qualitative Results



Talk Outline
1. Learning representations of speech with visual grounding [Harwath, Torralba, and Glass, 

NeurIPS 2016], [Harwath and Glass, ACL 2017], [Harwath et al., ECCV 2018]

2. Hybridizing dual-encoders and cross-modal attention models for visually grounding 
speech [Peng and Harwath, ICASSP 2022]

3. Emergent Word Discovery with Visually-Grounded HuBERT [Peng and Harwath, Interspeech
2022]

4. Learning audio-visual representations of instructional videos in the wild [Rouditchenko
et al., Interspeech 2021]

5. Learning to generate spoken image descriptions without text [Hsu, Harwath, Miller, Song, and 
Glass, ACL 2021]
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Motivation
Goal: build a system capable of generating fluent speech describing an 
image without using any text supervision

Why: 
1. Humans can learn to speak before they learn to read and write
2. Most text-free speech studies focus on inference but not generation
3. Image-to-text is studied extensively, providing reusable metrics

Placeholder for I2S 
illustration



Discovered Units as A Drop-In Replacement for Text

Even for languages without a commonly used writing system, 
there are still inventories of words and phonemes

● Leverage automatically discovered units to replace text!

Benefit of the pipeline system
1. Exploits the development from text-based systems
2. Use separate data to train each module

Image to 
Unit 

Model

Unit to 
Speech 
Model

“A person skis down 
a snowy slope...”

“263 32 32 208…”
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Detailed Model Diagram

Pre-trained ResDAVEnet-VQ model

Image captioning model trained to 
predict latent units instead of words

Text-to-speech model trained to take as 
input latent units instead of 
phones/characters/words



Beam Search is Successful Only with Robust Units + RLE

unit-per-second Char < WVQ = VQ3 < VQ2

quality (ABX) Char > VQ2 > VQ3 >> WVQ

duration info Char < RLE < Plain

Repeating 
bigrams

Repeating 
unigrams

VQ3 (with RLE) WVQ (with RLE)
ASR: a parking meter on 

the side of the road
ASR: a esna ey area of a ey area



Quantitative Results

● Evaluation method: use ASR on generated speech, then 
compare to ground truth text captions

● VQ3 + RLE is still behind word/char, but with non-trivial scores
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What I’ve shown today

Cross-modal semantics

Discovering ObjectsMultimedia retrieval

Cross-modal, self-supervised learning

Textless Image-to-Speech Captioning

Discovering Words
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Read about our work in more detail at: 
https://saltlab.cs.utexas.edu/

And now for a live demo…

https://saltlab.cs.utexas.edu/


Are Different Units/Encoding Equally Suitable?

Three units from two Speech-to-Unit Models
1. ResDAVEnet-VQ (VQ2 / VQ3)

a. trained for grounding, more robust
b. VQ3 down-samples more -> lower unit rate

2. WaveNet-VQ (WVQ)
a. trained for reconstruction

Two encoding methods
1. Plain: fixed unit-rate
2. Run-Length Encoding (RLE): remove repetition

a. [1, 1, 1, 2, 2] -> [1, 2]

unit-per-second Char < WVQ = VQ3 < VQ2

quality (ABX) Char > VQ2 > VQ3 >> WVQ

duration info Char < RLE < Plain



How to Evaluate Image-to-Speech Models?

Unit-Based Evaluation

● Unit-BLEU: not comparable across units

Text-Based Evaluation

● Word-BLEU: adjusted n-gram precision

● SPICE: F1 score on semantic scene graph

Text-Free Evaluation

● Recall@N for cross-modal retrieval

Illustration of scene graphs from Anderson et al. (2016)



Experimental Setup
Data

● Speech-to-Unit: PlacesAudio 400k (non-scripted crowdsourced speech)

● Image-to-Unit: SpokenCOCO (real scripted speech based on MSCOCO)

● Unit-to-Speech: LJSpeech (single speaker TTS dataset)

Model

● Speech-to-Unit: ResDAVEnet-VQ [Harwath et al. 2019], WaveNet-VQ [Chorowski et al., 

2019]

● Image-to-Unit: Show-Attend-Tell [Xu et al., 2016]

● Unit-to-Speech: Tacotron2 [Shen et al., 2018] + WaveGlow [Prenger et al., 2018]

Units need to be robust to bridge different systems well!





SUPERB Results
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FaST-VGS+ performs well on keyword 
spotting and intent classification

KS

IC

94K hours 
audio

1.7K hours 
audio + 
visual 
context



FaST-VGS+ performs decently on ASR but 
poorly on Speaker ID

SID

ASR


