Goal Blending for Responsive Shared Autonomy
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Shared Autonomy Taxonomy

* Servo-level shared control: provide assistance by combining the
user’s low-level motion commands with those output by the local
motion planner of the robot—responsiveness is limited in cluttered
environment.

* Task-level shared control: employs fully-autonomous takeovers for
certain predefined tasks, full human control for other tasks—ignores Image adapted from (Dominik Kaspar, 2005)
human command when the robot has full control authority.
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Shared control Shared goal setting The wheelchair goes to my
intention correctly.
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