
𝑓-Policy Gradients: A General Framework for Goal Conditioned RL using 
𝑓-Divergences

Siddhant Agarwal, Ishan Durugkar, Peter Stone, Amy Zhang

Introduction
• Goal Conditioned Reinforcement Learning suffers from sparse rewards.

• One way to accelerate learning in sparse reward settings is using some 
form of reward shaping or augmenting sparse rewards with dense signals.

• Reward shaping requires domain information which is either provided by a 
human or learnt using expert trajectories and interactions with the 
environment, making it difficult to transfer to unknown environments.

• Reward shaping can be suboptimal and can lead to misalignment.

• We define a GCRL as a distribution matching problem as an alternate 
framework to the conventional reward maximization.

• Distribution matching techniques have been used in several imitation 
learning but they require a discriminator which are unstable and require 
coverage assumptions.

• We present a general framework for GCRL that (a) produces optimal 
policies, (b) does not use a discriminator - stable and relaxes coverage 
assumptions, (c) works for any goal distribution, including Dirac, (and 
corresponding metric based shaping rewards) (d) provides dense signals 
for policy optimization even when the goal is not seen.

Method
Use f-Divergence to characterize “distance” between distributions

Let 𝑝! 𝑠  be the agent’s state visitation distribution for a policy 𝜋! and 𝑝" 𝑠  is the goal distribution

Minimize the following divergence:

𝐽 𝜃 = 𝐷#(𝑝! 𝑠 ||𝑝" 𝑠 )

This means the visitation should be high at the goal states and as low as possible at all other states.

The objective produces optimal policies for some f-divergences (f-divergences with bounded 𝑓′(∞).

Optimize using gradients:
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These gradients look like policy gradients but the term 𝑓′ &! -"
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 is not reward but simply a weight.

The value of 𝑓′ &! -"
&# -"

 will be low at (a) the goal and (b) states with low visitation probability.

𝒔𝒕𝒂𝒕𝒆-MaxEnt RL - A special case
The commonly used MaxEnt RL (𝜋-MaxEnt RL) maximizes entropy of policy:

max𝔼&!(-) 𝑟 𝑠 +ℋ	( 𝜋)

A special case of	 𝑓-PG (using Forward KL): 𝑠𝑡𝑎𝑡𝑒-MaxEnt RL

max𝔼&!(-) log 𝑝"(𝑠) +ℋ	( 𝑝!(𝑠))
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