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Abstract

Thispaper examinesthe effect of technol ogy scaling and mi-
croarchitectural trends on the rate of soft errorsin CMOS
memory and logic circuits. We describe and validate an
end-to-end model that enables us to compute the soft er-
ror rates (SER) for existing and future microprocessor-style
designs. The model captures the effects of two impor-
tant masking phenomena, electrical masking and latching-
window masking, which inhibit soft errors in combinational
logic. We quantify the SER in combinational logic and
latchesfor feature sizes from 600nmto 50nmand clock rates
from 16 to 6 fan-out-of-4 delays. Our model predicts that
the SER per chip of logic circuits will increase eight or-
ders of magnitude by the year 2011 and at that point will
be comparable to the SER per chip of unprotected memory
elements. Our result emphasizesthe need for computer sys-
temdesignersto addresstherisks of SERin logic circuitsin
future designs.

1 Introduction

Two important trends driving microprocessor perfor-
mance are scaling of device feature sizes and increasing
pipeline depths. In this paper we explore how these trends
affect the susceptibility of microprocessors to soft errors.
Device scaling is reduction in feature size and voltage lev-
els of the basic devices on the microprocessor. The ba-
sic motivation for device scaling is to improve processor
performance, since smaller devices require less current to
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turn on or off, and thus can be operated at higher frequen-
cies. Pipelining is a microarchitectural technique for im-
proving performance by increasing instruction level paral-
lelism (ILP). Pipelining is a well accepted and almost uni-
versally adopted technique in microprocessor design. Five
stage pipelines are quite common, and even processors with
six to eight pipeline stages are considered to be relatively
simple designs. Recent processors have aggressively ap-
plied the techniques of pipelining, with some current de-
signs using upwards of twenty stages [9]. Such designs are
commonly referred to as super pipelined designs.

Our study focuses on soft errors, which are also called
transient faults or single-event upsets (SEUs). These are
errors in processor execution that are not due to design or
manufacturing defects, but instead due to electrical noise or
external radiation. In particular, we are interested in soft
errors caused by cosmic rays. The existence of cosmic ray
radiation has been known for over 50 years, and the capac-
ity for this radiation to create transient faults in semicon-
ductor circuits has been studied since the early 1980s. As
a result, most modern microprocessors already incorporate
mechanisms for detecting soft errors. These mechanisms
are typically focused on protecting memory elements, par-
ticularly caches, using error-correcting codes (ECC), par-
ity, and other techniques. Two key reasons for this focus
on memory elements are: 1) the techniques for protect-
ing memory elements are well understood and relatively in-
expensive in terms of the extra circuitry required, and 2)
caches take up a large part, and in some cases a majority, of
the chip area in modern microprocessors.

Past research has shown that combinational logic is
much less susceptible to soft errors than memory elements.
This is because three phenomena provide combinational



logic a form of natural resistance to soft errors: 1) logi-
cal masking, 2) electrical masking, and 3) latching-window
masking. We develop models for electrical masking and
latching-window masking to determine how these are af-
fected by device scaling and superpipelining. Then based
on a composite model we estimate the effects of these tech-
nology trends on the soft error rate (SER) of combinational
logic. Finally using an overall chip area model we com-
pare the SER/chip of combinational logic with the expected
trends in SER of memory elements.

The primary contribution of our work is an analysis of
the trends in SER for SRAM cells, latches, and combina-
tional logic. Our models predict that by 2011 the soft error
rate in combinational logic will be comparable to that of
unprotected memory elements. This is extremely signifi-
cant because current methods for protecting combinational
logic have significant costs in terms of chip area, perfor-
mance, and/or power consumption in comparison to protec-
tion mechanisms for memory elements. Technology trends
will lead to a significant reduction in both electrical and
latching-window masking, which accounts for a major por-
tion of the increase in SER of combinational logic.

The rest of this paper is organized as follows. Section 2
provides background on the nature of soft errors, and a
method for estimating the soft error rate of memory cir-
cuits. Section 3 introduces our definition of soft errors in
combinational logic, and examines the phenomena that can
mask soft errors in combinational logic. Section 4 describes
in detail our methodology for estimating the soft error rate
in combinational logic. We present our results in Section 5.
Section 6 discusses the implications of our analysis and sim-
ulations. Section 7 summarizes the related work, and Sec-
tion 8 concludes the paper.

2 Background
2.1 Particles that cause soft errors

In the early 1980s, IBM conducted a series of experi-
ments to measure the particle flux [27]. Flux is generally a
measure of rate of flow; in this paper the flux of cosmic ray
particles is expressed as the number of particles of a particu-
lar energy per square centimeter per second. For our work,
the most important aspect of these results is that particles
of lower energy occur far more frequently than particles of
higher energy. In particular, a one order of magnitude differ-
ence in energy can correspond to a two orders of magnitude
larger flux for the lower energy particles. As CMOS device
sizes decrease, they are more easily affected by these lower
energy particles, potentially leading to a much higher rate
of soft errors.

This paper investigates the soft error rate of combina-

tional logic caused by atmospheric neutrons with energies
greater than 1 mega-electron-volt (MeV). This form of ra-
diation, the result of cosmic rays colliding with particles
in the atmosphere, is known to be a significant source of
soft errors in memory elements. We do not consider at-
mospheric neutrons with energy less than 1 MeV since we
believe their much lower energies are less likely to result in
soft errors in combinational logic. We also do not consider
alpha particles, since this form of radiation comes almost
entirely from impurities in packaging material, and thus can
vary widely for processors at a particular technology. The
contribution to the overall soft error rate from each of these
radiation sources is additive, and thus each component can
be studied independently.

2.2 Soft Errors in Memory Circuits

In most modern microprocessors, combinational logic
and memory elements are constructed from the same ba-
sic devices — NMOS and PMOS transistors. Therefore, we
can utilize techniques for estimating the SER in memory el-
ements to assess soft errors in combinational logic. We will
also use these techniques directly to compute the SER in
memory elements for a range of device sizes, and compare
the results to our estimates of SER for combinational logic.

High-energy neutrons lose energy in materials mainly
through collisions with silicon nuclei that lead to a chain of
secondary reactions. These reactions deposit a dense track
of electron-hole pairs as they pass through a p-n junction.
Some of the deposited charge will recombine, and some
will be collected at the junction contacts. When a parti-
cle strikes a sensitive region of an SRAM cell, the charge
that accumulates could exceed the minimum charge that is
needed to flip the value stored in the cell, resulting in a soft
error. The smallest charge that results in a soft error is called
the critical charge (Q¢rrr) of the SRAM cell [6]. The rate
at which soft errors occur is typically expressed in terms
of Failures In Time (FIT), which measures the number of
failures per 10° hours of operation. A number of studies
on soft errors in SRAMs have concluded that the SER for
constant area SRAM arrays will increase as device sizes de-
crease [21, 20, 12], though researchers differ on the rate of
this increase.

A method for estimating SER in CMOS SRAM circuits
was recently developed by Hazucha & Svensson [8]. This
model estimates SER due to atmospheric neutrons (neu-
trons with energies > 1MeV) for a range of submicron fea-
ture sizes. It is based on a verified empirical model for the
600nm technology, which is then scaled to other technolo-
gies. The basic form of this model is:
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where
F is the neutron flux with energy > 1
MeV (in n*cm—2s1),
A is the area of the circuit sensitive to

particle strikes (in cm?2),
Qcrir  is the critical charge (in fC), and
Qs is the charge collection efficiency of
the device (in fC)

Two key parameters in this model are the critical charge
(QcriT) of the SRAM cell and the charge collection effi-
ciency (Qg) of the circuit. Q¢ gy depends on character-
istics of the circuit, particularly the supply voltage and the
effective capacitance of drain nodes. @ s is a measure of the
magnitude of charge generated by a particle strike. These
two parameters are essentially independent, but both de-
crease with decreasing feature size. From Equation 1 we see
that SER will increase exponentially as Q crrr becomes
comparable to @s. SER is also proportional to the area of
the sensitive region of the device, and therefore decreases
proportional to the square of the device size. Hazucha &
Svensson used this model to evaluate the effect of device
scaling on the SER of memory circuits. They concluded that
SER-per-chip of SRAM circuits should increase at most lin-
early with decreasing feature size.

3 Soft Errorsin Combinational Logic

A particle that strikes a p-n junction within a combina-
tional logic circuit can alter the value generated by the cir-
cuit. However, a transient change in the value of a logic
circuit will not affect the results of a computation unless it
is captured in a memory circuit. Therefore, we define a soft
error in combinational logic as a transient error in the result
of a logic circuit that is subsequently stored in a memory
circuit of the processor.

A transient error in a logic circuit might not be captured
in a memory circuit because it might be masked by one of
the following three phenomena:

L ogical masking occurs when a particle strikes a por-
tion of the combinational logic that is blocked from
affecting the output due to a subsequent gate whose
result is completely determined by its other input val-
ues.

Electrical Masking occurs when the pulse resulting
from a particle strike is attenuated by subsequent logic
gates due to the electrical properties of the gates to the
point that it does not affect the result of the circuit.

Latching-Window Masking occurs when the pulse
resulting from a particle strike reaches a latch, but not
at the clock transition where the latch captures its input
value.

These masking effects have been found to result in a sig-
nificantly lower rate of soft errors in combinational logic
in comparison to storage circuits in equivalent device tech-
nology [16]. However, these effects will diminish signif-
icantly as feature sizes decrease and the number of stages
in the processor pipeline increases. For example, electrical
masking will be reduced by device scaling because smaller
transistors are also faster and therefore will have less atten-
uation effect on the pulse. Also, deeper processor pipelines
result in higher clock rates, which means the latches in the
processor will cycle more frequently, which reduces the op-
portunity for latching-window masking.

3.1 Combinational Logic Model

The datapath of modern processors can be extremely
complicated in nature, typically composed of 64 parallel
bit lines and divided into 20 or more pipeline stages. We
have chosen to use a much simpler model for the purposes
of estimating the SER of combinational logic. Our model
is just a one-wide chain of homogeneous gates terminat-
ing in a latch. Figure 1 illustrates this pipeline model. The
gates we use in our study are all static combinational logic
gates. Many modern microprocesors also employ dynamic
logic because it occupies less area and offers greater flexi-
bility for techniques such as time borrowing. These devices
are commonly designed for high performance, and as a re-
sult have lower noise margins and may be more suscepti-
ble to soft errors. We believe our model can be extended
to estimate the SER for dynamic logic and other circuit
styles. The number of gates in the chain is dependent on
the degree of pipelining in the microarchitecture, which we
characterize by the number of fan-out-of-4 inverter (FO4)
gates that can be placed between two latches in a single
pipeline stage. The FO4 metric is technology independent
and 1 FO4 roughly corresponds to 360 pico-seconds times
the transistor’s drawn gate length in microns [10]. During
the last twelve years technology has scaled from 1000nm to
130nm and the amount of logic per pipeline stage has de-
creased from 84 to 12 FO4 contributing to a total of 60-fold
increase in clock frequency in the Intel family of processors.
Aggressive pipelining could reduce this to as few as 6 in five
to seven years from now. For a given degree of pipelining,
the number of gates in the pipestage is largest number that
does not exceed the total delay of the corresponding FO4
chain.

In our model, a latch consists of a passgate, a forward in-
verter and a feedback inverter, where the forward inverter is
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Figure 1. Simple model for a processor pipeline.

about 6 times larger than the feedback inverter and the tran-
sistors are all of minimum length. We use level sensitive
latches in our pipeline model because they occupy less area
than edge triggered flip-flops and so are more suitable for
superpipelining. They also allow for time borrowing tech-
niques and offer less load to the clock distribution network
thus reducing the clock skew in the chip.

4 Methodology

Our methodology for estimating the soft error rate in
combinational logic considers the impact of CMOS device
scaling and the microarchitectural trend toward increasing
depth of processor pipelines. We determine the soft er-
ror rate using analytical models for each stage of the pulse
from its creation to the time it reaches the latch. Figure 2
shows the various stages the pulse passes through and the
corresponding model used to determine the effect on the
pulse at that stage. In the first stage an error current pulse
is produced from the charge and the corresponding voltage
pulse is also generated. The electrical masking model simu-
lates the effect of the electrical properties of the gates on the
pulse. Finally a model for the latching window determines
the probability that the pulse is successfully latched. The
following sections describe each model in detail.

4.1 Device Scaling model

In practice, technology parameters are scaled to achieve
certain physical objectives such as constant power den-
sity or constant electric field strength.  Our method
for constructing technology parameters uses values from
the Semiconductor Industry Association (SIA) technology
roadmap [25], with minor adjustments to ensure that the
delay of a fan-out-of-4 (FO4) inverter satisfies Equation 2.
These technology parameters are used in the circuit simula-
tions and analytical models for estimating SER of combina-
tional logic.

troa detay(in ps) = 360 x feature size (in pm) 2

4.2 Charge to Voltage Pulse model

When a particle strikes a device it produces a current
pulse with a very rapid rise time, but a more gradual fall
time. The shape of the pulse can be approximated by a
one-parameter function [6] shown in Equation 3.

I(#) o % « \/% X EXp <—%) @)

Q refers to the amount of charge collected due to the
particle strike. The parameter T is the time constant of the
transistor for the charge collection process. If T is large
it takes more time for the charge to recombine and if T is
small the current pulse dies faster. The rapid rise of the
current pulse is captured in the square root function and the
gradual fall of the current pulse is produced by the negative
exponential dependence.

The current pulse produced by a particle strike results in
a voltage pulse at the output node of the device. We use
hspice to determine the characteristics of this voltage pulse.
The voltage pulse is described in a 3 parameter form - rise
time, fall time and effective width (width of the pulse at
half the supply voltage) and is used as input to the electrical
masking analytical model.

4.3 Electrical Masking Model

Electrical masking is the composition of two electri-
cal effects that reduce the strength of a pulse as it passes
through a logic gate. Circuit delays caused by the switch-
ing time of the transistors cause the rise and fall time of
the pulse to increase. Also, the amplitude of a pulse with
short duration may decrease since the gate may start to turn
off before the output reaches its full amplitude. The com-
bination of these two effects reduce the width of a pulse,
making it less likely to cause a soft error. These effects are
illustrated in Figure 3. The effect cascades from one gate to
the next because at each gate the slope decreases and hence
the amplitude also decreases.
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Figure 3. The Electrical Masking Effect.
Degradation of a pulse passing through a
transistor.

We constructed a model for electrical masking by inte-
grating two existing models. We use the Horowitz rise and
fall time model [11] to determine the rise and fall time of
the output pulse, and the Logical Delay Degradation Effect
Model [3] to determine the amplitude, and hence the dura-
tion, of the output pulse.

Horowitzriseand fall timemodel: The Horowitz model
calculates the rise and fall time of the output pulse based on
the gate switching voltages, CMOS model parameters and
the input rise/fall time. The model is very sensitive to the
values for the rise and fall switching voltages of the gates.
We used an iterative bisection method to determine val-
ues for the switching voltages. This procedure adjusted the
switching voltages until the rise and fall times predicted by
the model were within 15% of values obtained from hspice
simulations.

Delay degradation model: Delay degradation occurs
when an input transition occurs before the gate has com-

pletely switched from its previous transition. The new input
transition causes the gate to switch in the opposite direc-
tion leading to a degradation in the amplitude of the output
pulse. We use the “Delay Degradation Model” proposed
and validated by Bellidio-Diaz et al. [3] to determine how
a voltage pulse degrades as it passes through a logic gate.
This model determines the amplitude of the output pulse
based on the time between the output transition and the next
input transition, (T — Tp), and the time needed for the gate
to switch fully, which is proportional to Zi=. These param-
eters are illustrated in Figure 3.

3

4.4 Pulse latching model

Recall that our definition of a soft error in combinational
logic requires that an error pulse is captured in a memory
circuit. In our model, this means that the pulse is stored
into the level-sensitive latch at the end of a pipeline stage.
We only consider a value to be stored in the latch if it is
present (and stable) when the latch closes, since it is this
value that is then passed to the next pipeline stage.

When a voltage pulse reaches the input of a latch, we use
an hspice simulation to determine if it has sufficient ampli-
tude and duration to be captured by the latch. The simula-
tion is done in two steps. First we determine the pulse start
time, the shortest time between the rising edge of the pulse
and clock edge for which the pulse could be latched. This is
similar to a setup time analysis for the latch, except that the
input data waveform has the slope of the pulse at the latch
input. The second step is to determine the minimum du-
ration (measured at the threshold voltage) pulse that could
be latched. For this step, we position the rising edge of the
pulse at the point determined in the first step, and then vary
the duration until the minimum value is determined. We
studied the nature of the pulse start time and minimum du-
ration using separate experiments and found that the pulse
start time is a linear function of the rise time of the pulse,
and the minimum duration is a linear function of the rise
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time and fall time. For example, the pulse start time (in ps)
of our pipeline latch in our 600nm technology can be com-
puted as follows:

start = 54.02 + 0.42 X tjie
and the minimum duration (in ps) is given by
duration = 88.74 + 0.4 X trise + 0.42 X tia)

In our method for computing SER for combinational cir-
cuits, the test to determine if a pulse can be latched is per-
formed very frequently. Therefore, it is important that this
test be done efficiently so that run times for the model are
reasonable. The pulse start time and minimum duration
given by these models correlate very highly with the pulse
start time and minimum duration determined from hspice
simulations, and therefore allow us to replace an expensive
simulation run with a very inexpensive calculation without
significant loss in accuracy.

4.5 Latching-Window Masking Model

A latch is only vulnerable to a soft error during a small
window around its closing clock edge. The size of this
latching window is simply the minimum duration pulse that
can be latched, which depends on the pulse rise and fall
time. A pulse that is present at the latch input through-
out the entire latching window will be latched and causes
a soft error. If a pulse partially overlaps the latching win-
dow, there is the possibility that it may also cause a soft er-
ror, since it could prevent the data from satisfying the latch
setup and hold time requirements. We believe this is a sec-
ondary effect and therefore we have ignored it in our model.
This simplification results in a more conservative estimate
of SER. Figure 4 illustrates our model of latching window
masking. Only a pulse that completely overlaps the latching
window results in a soft error. If the pulse arrives after the

latching window has opened, dies before the latching win-
dow closes, or does not have sufficient duration to cover the
whole window, the pulse will be masked.

Let d represent the duration of the pulse on arrival at
the latch input. We assume that the pulse can arrive at any
point during the clock cycle with equal probability. Let w
represent the size of the latching window corresponding to
this pulse, and let ¢ represent the clock cycle time. If a
latching window for the latch starts after time ¢ and ends
before time ¢ + d, the pulse is present at the latch input
throughout the entire latching window and results in a soft
error. In any other case the pulse is masked and no soft error
occurs.

We can determine the probability that the pulse causes
a soft error by computing the probability that a randomly
placed interval of length d overlaps a fixed interval of length
w within an overall interval of length ¢. This probability is
given in by the following equation:

0 ifd<w
Pr{soft error} = v jfy<d<c+w
1 ifd>c+w

Note that when d < w, the probability of a soft error
is zero, but this is not an effect of latching window mask-
ing, since the pulse does not have sufficient duration to be
latched.

4.6 Estimating SER for Combinational Logic

Now we combine our models for electrical and latching-
window masking with Hazucha & Svensson’s method for
estimating SER to obtain a method of estimating SER in
combinational logic circuits. Given the feature size and de-
gree of pipelining, the basic steps to compute SER for a
combinational logic circuit are:

1. Compute the contribution to SER for each gate in the
pipe stage, and

2. Thetotal SER for the circuit is then the sum of the SER
contributions computed in the previous step.

To compute the SER contribution for a given gate in the
pipestage, we simulate a particle strike to the drain of the
gate using our charge to current pulse model. We use our
current pulse to voltage pulse model to determine the volt-
age pulse that is produced when the current pulse reaches
the next transistor of the pipestage. Following this, our
electrical masking model is used to determine the charac-
teristics of voltage pulse when it reaches the latch input.
We use the pulse-latching model to determine if the pulse
that reaches the latch input has sufficient amplitude and du-
ration to cause a soft error. If so, we compute SER for



this charge value using the model of Hazucha & Svensson,
and the probability that soft error occurs using the latching-
window masking model.

Recall that a key parameter to the Hazucha & Svensson
model for SER is Qcry7, Which is the smallest charge re-
quired to cause a soft error. In memory circuits, soft er-
rors are essentially deterministic, in that no charge less that
QcriT Can cause a soft error, and every charge of Qo rrT
or larger results in a soft error with probability 1.0. In
combinational logic, we need to consider the probability of
latching-window masking when computing SER for combi-
national logic. This is done by considering a range of charge
values. The lower bound of this range is Qcrr7, and the
upper bound of the range is Q¢ aax, the smallest charge
that has probability of 1.0 of being latched according to our
latching-window masking model, or which has a probabil-
ity within epsilon of all greater charge values. We then cal-
culate the SER (using the model of Hazucha & Svensson)
for m equally spaced charge values between Qc¢rrr and
Qcomax (we used m = 20 for the results presented in this
paper). The values of the @ s and T" parameters for 600nm,
350nm and 100nm are taken directly from [8]. The @ s and
T values scale approximately linearly with technology in a
log-log scale [7], so we determined the parameters for the
remaining technologies from the curve obtained by fitting
the existing points to a straight line in a log-log scale. The
curve fitting was done using Matlab and the correlation co-
efficients were high enough for the errors to be insignifi-
cant. All our experiments use a value for the neutron flux of
F = 0.00565, corresponding to sea level in New York City.

Flux (n/(cm”2 MeV s)

Q5 Q4 Q3Q2 Q1
Charge

Figure 5. Computing SER using a range of
charges with varying probability of latching.
The contribution of the shaded region to over-
all SER is the SER for charges greater than
@3 minus the SER for charges larger than @,
multiplied by the soft error probability asso-
ciated with charge Qs.

To compute the overall SER for the gate from these m
SER values, we must determine the SER for each range of
charges and then weight this SER by the probability a soft
error occurs (e.g. is not masked by latching window mask-
ing). The SER value given by the Hazucha & Svensson
model accounts for all charge values larger than the spec-
ified charge. Therefore, the SER for the range of charges
from Qiow 10 Qnign is just (SER(Qiow) — SER(Qnigh))-
Thus, we compute the overall SER with the following for-
mula:

n

SER = pixSER(Q1)+Y _pi (SER(Q:) — SER(Qi 1))
=2
where @; are the m charge values arranged in decreas-

ing order (Q1 = Qcmax, and @, = Qcrrr) and p; is
the probability that charge @; causes a soft error (is not
latching-window masked). Note that since @ is monoton-
ically decreasing, we have p; >= p;41 for1 <14 < n. This
computation is illustrated in Figure 5.

5 Results

5.1 Memory Circuits
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Figure 6. SER of a constant area SRAM array
at different technologies

We estimated the SER of a constant area SRAM array
using Hazucha & Svensson’s model and our CMOS tech-
nology parameters. We used hspice simulations to deter-
mine Q¢ gy Vvalues for each technology. We simulated a
current pulse at the drain of one node of the SRAM cell
and sampled the cell later to see if the value had changed.
Figure 6 presents our results, along with the results of a



similar experiment reported by Hazucha and Svensson [8].
Our results show good correlation with those of Hazucha
and Svensson; both results show the same basic trend, and
the absolute error is less than one order of magnitude for
all technologies, which can be attributed to differences in
CMOS parameters. The graph shows that the SER per chip
is slightly increasing with decreasing feature size. There
are four basic factors that combine to produce this trend.
The drain area of each transistor, which is the region sen-
sitive to particle strikes, decreases quadratically as feature
size decreases, but since the SRAM array occupies a con-
stant area, the number of bits increases quadratically and
offsets this effect. Critical charge also decreases signifi-
cantly with decreasing feature size, primarily due to lower
supply voltage levels, but charge accumulation in the tran-
sistor also decreases and effectively offsets the reduction in
critical charge.

5.2 Individual Elements
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Figure 7. SER of a single SRAM
cell/latch/logic chain for different feature
sizes and pipeline depths

The circuits of a modern microprocessor fall into three
basic classes: SRAM cells, latches, and combinational
logic. We estimated the SER for an individual SRAM cell,
latch, and logic chain using methodology described in Sec-
tion 4. Figure 7 shows the predicted SER for a variety of
feature sizes and pipeline depths. The x-axis plots the fea-
ture size of the CMOS technology, arranged by actual or
expected date of adoption, and the y-axis plots the SER for
each element on a log scale. The SER of a single SRAM
cell declines gradually with decreasing device size, while
the SER of a latch stays relatively constant. The SER for

a single logic chain shows the most significant change —
increasing over five orders of magnitude from 600nm to
50nm.

Reductions in feature size affect both Qs and QcriT,
while changes in clock rate only affect Qcorrr. The left
graph of Figure 8 plots these parameters for the feature sizes
and pipeline depths we consider in our study. The values
shown are for NMOS devices. For combinational logic, the
graph shows Q¢ g7 values for a particle strike 0, 4, and 16
FO4 gate-delays from the latch.

Recall that the ratio Qo riT/ Qs is an exponentin the de-
nominator of Equation 1. When this ratio is large, this factor
dominates the SER model and produces a low SER value.
When Q¢ rit/Qs is small, this factor has much less influ-
ence on SER, and other factors such as the area of the sensi-
tive region dominate. The right graph of Figure 8 shows the
trend of this ratio with decreasing feature size. Note that all
the curves appear to be asymptotically approaching 1.0.

SRAMsand Latches: The right graph of Figure 8 shows
that Qcrrr/Qs of SRAMS is relatively small for all fea-
ture sizes, and decreases monotonically with feature size
until 100nm, where it levels off at just over 1.0. As a
result, the primary effect of device scaling on SER of a
single SRAM cell is the reduction in sensitive area, lead-
ing to gradual downward trend shown in Figure 7. The
QcriT/Qs ratio for latches is larger than for SRAMs at
large feature sizes, but decreases more rapidly than SRAMs
with decreasing feature size, and by 100nm has converged
to almost the same value as SRAMs. This explains the rela-
tively flat SER for a single latch shown in Figure 7. Device
scaling in memory elements affects the critical charge and
charge collection efficiency almost equally because smaller
transistors are more sensitive to a particle strike but have
very little sensitive volume for charge collection.

Combinational Logic: Device scaling has a significant
effect on the SER of logic circuits. The transistors in the
logic gates are typically wider and thus have greater capac-
itance than those used in SRAMs and latches. This greater
capacitance reduces the size of the pulse generated by a
strike at the node and so we expect the Qcrir/Qs val-
ues to be much larger for logic. The 0 FO4 curve for logic
plots QcrrT/Qs for a particle strike just before the latch,
and thus includes no electrical masking effect. This curve
shows the same basic trend as SRAMs and latches, but is
much larger at large feature sizes. From 600nm to 50nm,
the QcrrT/ Qs ratio decreases by almost a factor of 10 for
0 FO4s of logic, compared to a factor of 5 reduction for
latches and a factor of 3.5 reduction for SRAMs. This steep
reduction in Qcrrr/Qs is primarily due to two factors.
First, the output node capacitances associated with the gate
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Figure 8. Critical charge for an SRAM cell/latch/logic chain by feature size and pipeline depth

decrease quadratically with feature size and so the gate be-
comes more sensitive. Second, the electrical masking effect
is reduced significantly at smaller feature sizes. The differ-
ence in Qo7 for different number of FO4 gates within
a single technology indicates the effect of superpipelining
on electrical masking. From the left graph of Figure 8 the
ratio of Qg values between 16 FO4 and 0 FO4 is about
6 at 250nm whereas it is only 3 at 50nm. These two factors
contribute mainly to the increase in SER for combinational
logic shown in Figure 7.
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Figure 9. Effect of latching-window masking
by feature size and pipeline depth.

To evaluate the effect of technology trends on latching
window masking, we recomputed the SER of combina-
tional logic with the assumption that any charge larger than
Qcrrr Will result in a soft error. Then we divided by the
original SER value to obtain a ratio that indicates the effect

of latching window masking for a given feature size and
pipeline depth. Figure 9 presents the results of this analy-
sis. From the graph we can see that for each feature size the
latching-window masking effect decreases with decreasing
number of gates between latches. This is because at lower
clock rates the latching window occupies a smaller fraction
of the clock period. For a given pipeline depth latching
window masking is only a function of the relative widths
of the latching window and the error pulse at the latch. As
we go to lower feature sizes latches have much shorter re-
sponse times and so have smaller latching windows. The
error pulse then has more avenues of overlap with the latch-
ing window and hence the masking probability is lower.
For each pipeline depth the graph drops between 250nm
and 50nm confirming the expected trend. The graph does
show considerable variation at the other technologies and
we think this is due to some inconsistencies in the underly-
ing transistor models.

5.3 Processor SER

Our primary interest is not only in the reliability of in-
dividual gates and latches, but also in the processor as a
whole. As feature sizes decrease, the number of transistors
that can be placed on a fixed size die increases quadrati-
cally, creating significantly greater opportunity for soft er-
rors. Since the rate of soft errors is different in SRAM cells,
latches and logic, the SER of the processor will depend on
the chip area devoted to each type of device. To estimate
the SER rate of the total chip we have developed a chip
model that describes the transistor decomposition into logic,
SRAMs and latches. The chip model has mechanisms to re-
distribute the transistors as we move to deeper pipelines or
lower feature sizes. From the chip model we determine the
total number of SRAM bits, latches and pipeline stages and



then scale the per unit SER of each circuit by their number
on the chip to obtain the SER/chip.

We used the Alpha 21264 microprocessor as the basis
for constructing our chip model. The Alpha 21264 was de-
signed for a 350nm process and has 15.2 million transistors
on the die [15]. We performed detailed area analysis on
die photos of the Alpha 21264 [14] to determine the num-
ber of transistors devoted to different structures on the chip.
From our analysis we concluded that approximately 20% of
transistors are in logic circuits and the remaining 80% are
in storage elements in the form of latches, caches, branch
predictors, and other memory structures. Our chip model
applies this basic allocation to all feature sizes. The total
number of transistors on the processor is scaled quadrati-
cally from the baseline Alpha 21264 based on feature size.
Table 1 presents the total number of transistors per chip, and
the transistors devoted to each circuit class for each technol-
ogy based on this assumption.

The allocation of memory element transistors to SRAM
cells and latches depends on the number of latches required
by the processor pipeline, which depends on pipeline depth.
We allocate one latch for each pipestage, where the number
of pipestages is given by Equation 4.

logic_transistors
gates_per_pipestage x transistors_per_gat((e4)

The remaining memory element transistors are allocated
to SRAM cells. A typical SRAM bit requires 6 transistors,
the level sensitive latch we use in our model consists of
6 transistors, and we assume each logic gate also uses 6
transistors. These assumptions are quite realistic and using
slightly different values for these numbers will not affect the
overall trend noticeably. Table 2 illustrates how our model
allocates transistors to SRAM bits, latches, and logic gates
for the 350nm feature size. The table shows the number of
SRAM bits, latches, and logic gates, and the correspond-
ing percentage of chip area, for the four pipeline depths we
examine in this paper.

Using the SER of the individual elements presented in
the previous section and our chip model, we computed the
SER for each class of components for each feature size and
pipeline depth of our study. The results are presented in Fig-
ure 10. As discussed above, SER/chip of SRAM shows lit-
tle increase as feature size decreases. Furthermore, pipeline
depth has no noticeable effect, since the percentage of chip
area allocated to SRAM changes very little. SER/chip in
latches increases only slightly for all pipeline depths, a
combined effect of the relatively constant SER/latch and
the increasing number of latches at smaller feature sizes.
SER/chip of latches increases for deeper pipelines, due
solely to the greater number of latches required for deeper

pipestages =

pipeline microarchitectures.

SER/chip in combinational logic increases dramatically
from 600nm to 50nm, from 10~2 to approximately 1.0, or
eight orders of magnitude. This is simply the composition
of a 10° increase in SER per individual logic chain and more
than 100 increase in logic chains per chip. At 50nm and a
6 FO4 pipeline, the SER per chip of logic exceeds that of
latches, and is within two orders of magnitude of the SER
per chip of unprotected memory elements. For processors
that use ECC to protect a large portion of the memory ele-
ments on the chip, logic will quickly become the dominant
source of soft errors.

6 Discussion

The primary focus of our study has been to establish the
basic trend in SER of combinational logic and the major in-
fluences on this trend. A number of other factors may have
some influence on this trend but we excluded from our work
to simply the modeling and analysis. This section discusses
the most important of these factors and how they might af-
fect the SER of combinational logic.

Circuit Implementations We restricted our analysis to
static combinational logic circuits and level sensitive
latches. Modern microprocessors frequently employ a
much more diverse set of circuit styles, including dy-
namic logic, latched domino logic, edge-triggered flip flops,
and a variety of latches designed for particular perfor-
mance/power/area/noise margin tradeoffs. We believe our
model could be extended to include any of these additional
circuit styles. Our methodology can also be applied to het-
erogeneous gates in the logic chain if each gate type can be
appropriately characterized.

The effect of dynamic logic may be particularly signifi-
cant, since these circuits include maintain state within the
gates themselves to prevent the output degrading due to
leakage effects. This feature will probably reduce electrical
masking significantly since each gate will reinforce the er-
ror pulse. In addition, dynamic logic typically uses smaller
transistors, which have lower node capacitance making
them more susceptible to soft errors.

Logical Masking Logical masking is another masking
effect that inhibits soft errors in combinational logic and
could have a significant effect on SER. Since we model a
pipestage using a simple linear string of gates, we are actu-
ally modeling a minimal active path to the latch, which is
the most conservative approximation of the logical mask-
ing effect. However, our model also places every logic
gate on an active path to a latch, which understates the ef-
fect of logical masking. Thus, it is unclear how our results



Device size | Total SRAM Latches Logic gates

600nm 5.17M | 4.07 M (78.8%) | 0.06 M (1.2%) | 1.03 M (20.0%)
350nm 152 M | 11.9 M (78.8%) | 0.19 M (1.2%) | 3.04 M (20.0%)
250nm 29.7M | 23.4 M (78.8%) | 0.37 M (1.3%) | 5.95 M (20.0%)
180nm 574 M | 452 M (78.8%) | 0.71 M (1.3%) | 11.4 M (20.0%)
130nm 110M | 86.7 M (78.8%) | 1.37 M (1.2%) | 22.0 M (20.0%)
100nm 186 M | 146 M (78.8%) | 2.32 M (1.2%) | 37.2 M (20.0%)
70nm 380 M | 299 M (78.8%) | 4.75 M (1.2%) | 76.0 M (20.0%)
50nm 744 M | 586 M (78.8%) | 9.31 M (1.2%) | 148 M (20.0%)

Table 1. Transistors per chip for 16 FO4 pipeline using quadratic scaling assumption

Pipeline depth

SRAM bits

Latches

Logic gates

16 FO4s

1995 K (78.8%)

32K (1.2%)

507 K (20.0%)

12 FO4s

1984 K (78.3%)

42K (1.7%)

507 K (20.0%)

8 FO4s

1963 K (77.5%)

63 K (2.5%)

507 K (20.0%)

6 FO4s

1942 K (76.7%)

84 K (3.3%)

507 K (20.0%)

Table 2. Chip Model for 350nm device size
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Figure 10. Total chip SER for logic, latches and SRAMs across different gate lengths and pipeline

depths

might change if we extended our model to incorporate log-
ical masking. Incorporating logical masking would likely
increase the complexity of the model dramatically, since
the model would need to consider actual circuits and as-
sociated inputs. Massengill et. al. developed a specialized
VHDL simulator that could analyze soft faults in an actual
circuit [17] and model the effects of logical masking. They

found that effect of logical masking on SER depends heav-
ily on circuit inputs.

Effects similar to logical masking can also occur in
memory elements. For example, if a soft error occurs in
a memory element that holds dead data — data that will not
be used again — it is in some sense logically masked. An-
other example is a soft error in a memory structure such as



a branch predictor, which may lead to reduced performance
but not produce incorrect results. Our methodology is con-
sistent in that we do not consider logical masking effects for
either memory elements or logic.

Finally, it seems unlikely that logical masking will be
significantly affected by the technology trends we consider
in this study. Device scaling provides more transistors on
the processor die which may encourage more speculative
processing, which could increase the potential for logical
masking. Deeper pipelines will entail some increase in
complexity of control path in the processor, leading to a
slightly higher potential for logical masking. However, such
effects are unlikely to have a significant effect on overall
SER.

7 Related Work

Although this is the first paper to model the effect of both
technology scaling and superpipelining on the soft error
rate of combinational logic, previous experimental work has
been done to estimate the soft error rate of storage and com-
binational logic in existing technologies [21, 5, 13, 16, 20].

IBM developed the SEMM (Soft-Error Monte Carlo
Modeling) program [19] to determine whether chip de-
signs meet SER specifications. The program calculates
the SER of semiconductor chips due to ionizing radiation
based on detailed layout, process information and circuit
(QcrrT) values. The modified Burst generation rate (BGR)
model [26] uses nuclear theory to calculate the reaction
products of particle strikes and hence arrives at the collected
charge as opposed to Hazucha’s empirical model that we
use in this paper which uses measured SER cross sections.

Some work has also been done to estimate the SER in
combinational logic. Liden et al. compared the soft er-
ror rate due to direct particle strikes in latches with the
soft error rate from error pulses propagating through the
logic gates [16]. They considered a circuit implemented in
1000nm technology clocked at 5MHz. They conclude that
the errors are predominantly due to direct strikes to latches
and only 2% of the total observed errors are from the logic
chain. The results in this paper show the same behavior
at high feature sizes and low clock rates but the behavior
is dramatically different at lower feature sizes because the
masking effects are greatly reduced there. Baze et al. stud-
ied electrical masking in a chain of inverters and concluded
that for pulses that successfully get latched electrical mask-
ing does not have any significant effect on SER [2]. They
also allude to various parameters such as the chip model and
the clock rate as factors that might affect the impact of this
effect on overall SER. Buchner et al. investigated latching
window masking in combinational and sequential logic [4].
They concluded that while the SER of sequential logic is in-

dependent of frequency, combinational logic SER increases
linearly with clock rate. In this paper we model in detail the
effect of electrical and latching window masking and illus-
trate the impact of technology and frequency scaling, and
the chip model on the two effects.

Seifert et al. used experiments and simulation to deter-
mine the trend of soft error rate in the family of Alpha pro-
cessors [24]. They conclude that the « particle susceptibil-
ity of both logic and memory circuits has decreased over
the last few process generations. Our study shows an in-
creasing susceptibility to neutron-induced soft errors, par-
ticularly in logic circuits, due to device scaling and greater
neutron flux at lower energies [27]. They also found that
the errors in combinational logic are predominantly due to
direct strikes to pipeline latches, rather than error propa-
gation in logic. Our simulations agree with this result at
current feature sizes, but predict that SER of logic will ap-
proach SER of latches as feature sizes decrease. They also
concluded that for a given feature size, clock rate has little
influence on SER. This is also consistent with our results,
as shown in Figure 10.

8 Conclusion

In this paper, we have presented an analysis of how two
key trends in microprocessor technology, namely device
scaling and superpipeling, will affect the susceptibility of
microprocessor circuits to soft errors. The primary impact
of device scaling is that the on-currents of devices decrease
and circuit delay decreases. As a result, particles of lower
energy can generate sufficient charge to trigger the device
and cause a soft error. This result was demonstrated using
a series of simulations of basic circuits in a range of device
sizes. Since the flux of particles is substantially greater for
particles of lower energy, it follows that all circuits will ex-
perience higher soft error rates due to device scaling.

There are also significant effects of device scaling and
superpipeling that only apply to combinational logic cir-
cuits. These effects all work to reduce the masking phe-
nomena that currently provide combinational logic with a
form of natural protection against soft errors. Logical mask-
ing may be reduced due to the decreasing number of latches
between gates. Latching-window masking will be reduced
due to clock rate increases that result from both device scal-
ing and superpipelining. Electrical masking will be reduced
due to the decreasing number of latches between gates and
because smaller circuits will result in less degradation of the
pulse when it travels through a device.

Both storage elements and combinational logic will be-
come more susceptible to soft errors due to the primary ef-
fect of device scaling, but only combinational logic is im-
pacted by the reduction in masking phenomena. Thus, we



conclude that current technology trends will lead to a sub-
stantially more rapid increase in the soft error rate in combi-
national logic than in storage elements. The implication of
this result is that further research is required into methods
for protecting combinational logic from soft errors.

More recently, a number of schemes have been proposed
to detect or recover from transient errors in processor com-
putations. All these techniques are either based on space
redundancy or time redundancy. DIVA [1] employs a sim-
ple “checker” to verify the results of instructions ready to
be committed by the high performance core. Since the re-
computations have both a spatial and temporal gap they will
not be affected by the temporal or spatial locality of the par-
ticles. Both AR-SMT [23] and SRT [22] rely on a hardware
approach called “simultaneous multithreading”, in which a
processor can execute multiple threads at the same time.
The basic idea in both approaches is to execute instruc-
tions redundantly and then check that the results match be-
fore committing the result to architected state. The Out-Of-
Order Reliable Superscalar (O3RS) approach [18] focuses
on the issue of soft errors in instruction execution. Each in-
struction is executed twice, the first execution writes its re-
sult into the reorder buffer, and the second execution verifies
its result against the first. We believe that techniques such
as these combined with circuit and process innovations will
be required to enable future construction of reliable high
performance systems.
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