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1 Curvature Computations

See section in Chapter 1 of same name.

2 Numerical and Symbolic Integration

Let

where Q C R™. We are looking for a cubature formula which has the form
N .
QU =) wif(xY) (1)
j=1

where the points xU) and the weights w; are independent of the function f and are chosen so that
Q[f] gives a good approximation to I[f] for some class of functions.

Because a well-behaved function can be approximated by a polynomial, thus the algebraic degree
of a cubature formula is a measure of the quality of the cubature.

We discuss how to construct a high order cubature formula on an A-path, i.e. € is a A-patch.

2.1 Cubature Formulae Notation

Definitions

e The vector space of all algebraic polynomials in n variables of degree at most d is denoted by
Py

A polynomial f € P" is called d-orthogonal polynomial if I[fg] = 0 whenever fg € PJ.

A polynomial f € P" is called orthogonal(w.r.t. integral I), if I[fg] = 0 whenever deg(g) <
deg(f).

A set of polynomials S is called fundamental of degree d if dide”_l(: dimV}* — dimV}" )
linearly independent polynomials of the form z7" ...z%" + P, Py € V' |, >~ a; = d, belong
to span(S).

Zero set of an ideal 4 : NG(U) ={x € C": f(x) =0 for all f € i}.



e The Hilbert function H is defined as

o dimP} —dim(UNPY), keN,
e Let i be a polynomial ideal. The set {f1,..., fs} C tis an H-basis for i if for all f € 4 there
exist polynomials g1, ..., gs such that

f=Y_gifj and deg(g;f;) < deg(f), j=1,...,s.
j=1

e An ideal il is a real ideal if all polynomials vanishing at NG(4) N R™ belong to 4.

e Basic orthogonal polynomials: polynomials of the form P*(xy,...,xp) = 2t .. 20n + P, with
Y a=dand Pe P}

e A linear functional I[-] is centrally symmetric if

Ix"]=0 VYaeNj, > a;odd
j=1

e Let the set of monomials M = {x®* : & € N"} be ordered by < such that, for any f, fi1, fo €
M, 1< fand fi < foimply ffi < ffe. Let f=3", ¢ f; with f; € M and ¢; € Ryg. Then
the headterm of f =Hterm(f) := fn, and the mazimal part of f = M(f) := ¢ fm. For

frg.€ P"\ {0} let
H(f,g) := lem{Hterm(f), Hterm(g)}.

e Let F' C P™\{0} be a finite set. We write f — p g if f,g € P" and there exist h € P", f; € F

such that f = g + hf;, Hterm(g)<Hterm(f) or ¢ = 0. The map — g is called a reduction

modulo F. By — ? we donote the reflexive transitive closure of — pg.

o Aset F:={f1,..., fi} is a Groebner basis (G-basis) for the ideal { generated by F' if

f € U implies f — J},CO.

2.2 Constructing Cubature Formulae
2.2.1 Interpolatory Cubature Formulae

Definition: If the weights of a cubature formula of degree d are uniquely determined by the points,
the cubature formula is called an interpolatory cubature formula.

A cubature formula that is exact for all elements of V' is determined by a system of nonlinear
equations

Qlfil =I[f:], i=1,...,dimV}, (2)
where the f; form a basis for V'. If the N points x1,X2,...,xy of a cubature formula are given,
then (2) is a system of dim V' linear equations in the N unknown weights. Hence an interpolatory
cubature formula has N < dim V;* and there exist IV linearly independent polynomials Uy, ..., Uy €
V7' such that

U1 (X(l)) . UN<X(1))
det : : : # 0.
Ul(X(N)) e UN(X(N))



These polynomials generate a maximal, not uniquely determined, vector space of polynomials that
do not vanish at all given points.
One can always find ¢ := dim V' — N polynomials p1, ..., p; such that the polynomials

Ulv"'aUN>p17"'apt

form a basis for V*. Then one can solve

Ul(x(l)) UN(X(l)) a1 pi(x(l))

Ul(X(N)) UN(X(N)) a;N pi(x(N))

and so obtain ¢t = dim V;' — N linearly independent polynomials
n
Ri:pi—Zaszj, 1=1,...,t
j=1

that vanish at the given N points of the cubature formula. We can replace the polynomials p; in
the basis of V' by the polynomials R;.

With every cubature formula of degree d one can associate a basis of V' that consists of
dim V' — N polynomials R; that vanish at all the points of the cubature formula and N polynomials
U, that do not vanish at all points. A cubature formula is thus fully characterized by the polynomials
R;. The polynomials U; give rise to a linear system that determines the weights wi,...,wn:

N
Q[Uz] = ZWjU,‘(X(j)) = I[Ui]7 i=1,---,N.
=1

The polynomials U; and R; are not uniquely determined . The direct sum of the vector spaces
generated by these polynomials is

span{U;} @ span{R;} = V"

2.2.2 1Ideal Theory

Theorem Let I be an integral over an n—dimensional region. Let {x() ... x(M} ¢ C" and
U:={feVvr: f(x»)=0,i=1,...,N}. Then the following statements are equivalent.

o f UV} implies I[f] = 0.

e There exists a cubature formula Q[f] := 377, w; f(x)) such that I[f] = Q[f], for all f € VI,
with at most H(d; ) (complex) weights different from zero.

Theorem If {fi,..., fs} is an H-basis of a polynomial ideal  and if the set of common zeros
of fi,..., fs is finite and nonempty, then the following statements are equivalent.

e There is a cubature formula of degree d for the integral I which has as points the common
zeros of fi,..., fs. (These zeros may be multiple, leading to the use of function derivatives in
the cubature formula.)

e f; is d—orthogonal for I, i =1,2,...,s.

Theorem Let {Ri,...,R;} C Pj,; be a set of linearly independent d-orthogonal polyno-
mials that is fundamental of degree d + 1. Let U = (Ry,...,R;), V = span{Ri,...,R;}. Let
N = dimP},; —t and U be an arbitrary but fixed vector space such that VU = P} ;. The
following statements are equivalent:



(a) There exists an interpolatory cubature formula of degree d
N .
QU= wif(xY) (3)
j=1

with xU) ¢ R?, {xM), ... x(M} ¢ NG(4), and w; > 0.
(b)

(HUNU = {0}
(3)I[f* — g] > 0 for all f € U, and g € U satisfying f? — g € P}

(c) U is a real ideal and [NG(U) NR?| = N. xU) are elements of NG(&l) N R™.

2.2.3 Bounds

Upper Bound

Tchakaloff’s Theorem: Let I be an integral over an n—dimensional region 2 with a weight
function that is nonnegative in €2 and for which the integrals of all monomials exist. then a cubature
formula of degree d with N < dim V* points exists with all points inside Q2 and all weights positive.

Lower Bound

Theorem If the cubature formula Q[f] = Z;V: Lwif(xD), w; € Ris exact for all polynomials
of V}, then the number of points N > dim V;"|q.

Theorem Let Ry, denote the vector space of even polynomials of Pg) _H\Q and Ropy1 denote
the vector space of odd polynomials of P |o, k& € Np. If the algebraic degree of the cubature

formula Q[f] = Zj\le wjf(y(j)), w; € R for a centrally symmetric integral is d = 2k + 1, then

N >2dim Ry — 1, if k even and 0 is a point,
N > 2dim Ry, otherwise.

A cubature formula that attains this bound is centrally symmetric and has all weights positive.

2.2.4 The characterization of minimal formulae and the reproducing kernel

Choose the polynomials ¢1(x), ¢2(x), ... € V" such that ¢;(x) is orthogonal to ¢;(x), for all j <,
and I(¢;¢;) = 1. This means that {¢;(x)}:°, is an orthogonal basis of V". For a given k € N we
set k1= dim V" and

K(xy) =Y ¢i(x)i(y).
i=1

where ¢;(x) is the conjugate of ¢;(x). K(x,y) is reproducing kernel in the space V;*: if f € V};»
then f coincides with its expansion in ¢;, so that for a € C" fixed,

f(a) = I[f(x)K(xa)] =) I[f(x)di(x)]¢i(a).
=1

Theorem A necessary and sufficient condition for the points xU), j =1,..., N = dim Vi, to
be the points of a cubature formula that is exact for V3; is that

K(x(r) , X(S)) = byOps,

with b, # 0 and 6,5 the Kronecker symbol.



q 1 2 3 1 5

v1 | 0.3333333333 0.0 0.1333333333 | 0.8168475729 | 0.05961587
v 0.5 0.1333333333 | 0.0915762135 | 0.47014206
v 0.5 0.7333333333 | 0.0915762135 | 0.47014206
o 0.3333333333 | 0.1081030181 | 0.79742699
vs 0.4459484909 | 0.10128651
v 0.4459484909 | 0.10128651
v 0.33333333
wi | 0.3333333333 0.5 0.7333333333 | 0.0915762135 | 0.47014206
ws 0.0 0.1333333333 | 0.8168475729 | 0.05961587
w3 0.5 0.1333333333 | 0.0915762135 | 0.47014206
wa 0.3333333333 | 0.4459484909 | 0.10128651
ws 0.1081030181 | 0.79742699
w 0.4459484909 | 0.10128651
wr 0.33333333
Wi 1.0 0.3333333333 | 0.5208333333 | 0.1099517436 | 0.13239415
Wa 0.3333333333 | 0.5208333333 | 0.1099517436 | 0.13239415
W 0.3333333333 | 0.5208333333 | 0.1099517436 | 0.13239415
W, -0.5625 0.2233815896 | 0.12593918
W 0.2233815896 | 0.12593918
We 0.2233815896 | 0.12593918
W+ 0.225

Table 1: Integration rules over triangle. (1 — v; — w;, v;, w;) are barycentric coordinates of the nodes. W;

are the weights. The first row represents the algebraic precision.

2.3 Gauss Formula on an A-patch
2.3.1 Gauss Points and Weights

When we do some numerical integral calculation on an A-patch, constructing a Gauss integral
formula is a good choice. While to construct the Gauss integral formula on an A-patch directly is
usually difficult.

From the discussion above we have established the bijection between an A-patch and an planar
triangle. The Gauss points in a triangle is already known.

We have experimented with a set of numerical integration schemes in the g-version over triangles.
These include one point, three points, four points, six points and seven points rules. Table 1
summarizes these rules with coordinates, weights and algebraic precision.

Our method is to project these Gauss points onto the A-patch and use them as well as corre-
sponded weights as the Gauss points on the A-patch.

2.3.2 Error Analysis

The function f(x,y, z) defined on the A-patch S can be expressed as

F9:2) = (B, B (81, B2)), (1, By (81, B2)), (B, o, 51, 52))
£ g(ﬁla 627 t(/@b 62))

The integral on the A-patch S is
ffg Z,y,z
= Iy Jy P 91 Bt (51752))\/1+ ()" + () amas,

Let 0 < 01,02 <1 and (1 + B2 < 1, then 51 P, + B2 + (1 — 01— ﬂg)Pg is a point @ in the
triangle Py P> Ps. The line connecting this point and P, intersects the A-patch with a unique point
P. The point P on this line can be written as

P=Q1-t)51P1+(1—-t)P2+ (1 —t)(1— 0

— ,BQ)P?) +itPy = a1 PL 4+ aoPy+ agPs 4+ ay Py (4)



Since this point is on the A-patch, substitute the equation above into
F(Oél, a2, (3, Oé4> =0
we get a equation about t, 51, G2
F/(t7ﬂ17ﬁ2) =0. (5)
According to equation (4)
f(z,y,2)|ls = f(P)lpes
f(

a1Py 4+ asPy + agP3 + 044P4)
=f(1=t)PL+ (1 —=t)BPo+ (1 —t)(1 — 31— B2)P3 +tPy)

Here f31, (32, t satisfy equation (5) and F’((1, B2,t) is a polynomial about (1, 82,t. So
ot (0F")/(9p1)

op  (0F")/(01)
ot (OF")/(0p2)

B2 (OF")/(0t)
If f(z,y,2) is a polynomial of degree n, then the degree of g(f1, B2,t) should be 2n. If the
A-patch is of degree m, then (OF")/(0p;) and (OF')/(0t) are all of degree m — 1. So the degree

2 2
of g(ﬂl,ﬁg,t(ﬂl,BQ))\/l + (%) + (a%) should be of degree 2n + m. That is to say, if we use

the Gauss points of the triangle constructing a cubature formula which is exact for polynomial of
degree 2n+m in the integral fol fol_ﬁ " h(B1, B2)dB2d3, it is actually exact for polynomial of degree
n in the integral [ fS fx,y, 2)ds.

So we need to find a better way to calculate the integral on the A-patch.

2.4 T-method

This method was first suggested by Morrow and Patterson (1978)[21] and Schmid (1978)[47] for
two-dimensional regions. It was further developed by Schmid (1980)[48]; see also Schmid (1980)[49]
and Schmid (1995)[50].

Construct R;: Consider the 2D case.

k k—1
Ri= PPy T3 PR 4y oy PETITi= 0,k ] (6)
§=0 3=0

where P%® are the basic orthogonal polynomials.
When the integral is centrally symmetric, (;; vanish. To determine ~;;, let

T, =yR; — R4, 1=0,...,k
Assume two conditions:
e T; is a polynomial of degree k and orthogonal
o xT;, yI;, i =0,...,k, are of degree k + 1 and zT;, yT; € span{ Ry, ..., Rxi1}-

The above two conditions lead to linear and quadratic equations in +;;. The inequality in Theorem
6.8 leads to inequalities for v;;.
Theorem Let

R; = PrHi=ii Skl PR1dd =0,k + 1
Tz’:yRi—fCRi-i-h lZO,,k



If the polynomials 7; are (2k — 1)—orthogonal and if all polynomials xT;,yT; are elements of
span{Ry, ..., Rg11}, then F :={Ry,..., Rky1,T0,...,Tx} is a G-basis.
Theorem Let F' be as defined in Theorem 9.1. If the common zeros of the polynomials in

F are real and simple, then there exists a cubature formula of degree 2k — 1 with the elements of
k(k+3
NG(F) as points. The number of points N < (;)

Theorem If the ideal of all polynomials that vanish at the IV points of a cubature formula of
degree 2k — 1 contains a fundamental set of degree k + 1, then

With the N points as the ones of the cubature formula we only need to determine the weights
wi,...,wN by equations

N
QU =D wiUi(xV) =1IU;], i=1,...,N.
j=1

where Uy, ..., Uy is a basis of U, such that U @ (span(F) N P}) = P}.

Algorithm:

Step 1. Construct the basic orthogonal polynomials of degree k — 1, k, k 4+ 1 respectively, which can

be derived by solving the equations I[P*/x™] =0, m € N* 0 <| m |< i + j.

Step 2. Let
Ry = PFHITH 4 N " PRI =0, k1
j=0
Step 3. Let

E:yRi_‘rRi-Fl? Z:O7)k

Step 4. Solve the equations

ITix™ =0, meN"0<|m|<Fk—1.

and
l'ﬂ, Z/Tz S Span{R()a e 7Rk+1}
for Yij-
Step 5. Substitute the 7;; into R; and then find the common zeros y, of Ry, -, Rp41.

Step 6. Use the zeros y, as the cubature points and solve linear equations for the weights ws.

2.5 S-method

The S-method was suggested by Cools and Haegemans (1987)[80] in an attempt to find a method
that is less dependent on the lower bound than the T-method.

Construct R;, i =1,...,k as (6). The polynomials R; can be divided into two sets: A := {R; :
iiseven. } and B := {R; : i is odd. }We demand that A C & or B C 4. We assign C' := A and
q = 0 if we want to investigate the case A C . We assign C' := B and ¢ := 1 if we want to
investigate the case B C 4.

Let

S; = yQRi —.%'2Ri+2, t=q,q+2,...,k—1.

Assume two conditions:



e S; be a polynomial of degree k + 1 and be orthogonal to all polynomials of degree k — 2.
e S; € span(C).

The above two conditions lead to linear and quadratic equations in +;;. The inequality in Theorem
6.8 leads to inequalities for ~;;.

In Cools and Haegemans (1988)[81], necessary and sufficient conditions are given for this
method.

Then we use the same method to construct the cubature formulae as T-method.

3 Generalized Born Electrostatics

Most of the protein molecules live in the aqueous solvent environment and the stabilities of the
molecules depend largely upon their configuration and the solvent type. Since the solvation energy
term models the interaction between a molecule and the solvent, the computation of the molecular
solvation energy (also known as molecule - solvent interaction energy) is a key issue in molecu-
lar dynamics (MD) simulations, as well as in determining the inter-molecular binding affinities in
vivo for drug screening. Molecular dynamics simulations where the solvent molecules are explic-
itly represented at atomic resolution, for example as in the popular package NAMD [76], provide
direct information about the important influence of solvation. Moreover, as the total number of
atoms of solvent molecules far outnumber the atoms of the solute, a larger fraction of the time
is spent on computing the trajectory of the solvent molecules, even though the primary focus of
the simulation is the configuration and energetics of the solute molecule. Implicit solvent mod-
els, attempt to considerably lower the cost of computation through a continuum representation
(mean-field approximation) of the solvent [85]. In the implicit model, the solvation free energy
Gso1 which is the free energy change to transfer a molecule from vacuum to solvent, consists of
three components: the energy to form a cavity in the solvent which is also known as the hydropho-
bic interactions, the van der Waals interactions between the molecule and the solvent, and the
electrostatic potential energy between the molecule and the solvent (also known as polarization
energy), Gsol = Geay + Gyaw + Gpol. Based on the Weeks-Chandler-Andersen (WCA) perturbation
theory [102, 23], the non-polar solvation energies are of the form Geay + Gyqw = GUP) 4 G(P), In
[32],G(rep) is described as the weighted sum of the solvent-accessible surface area A; of the atoms.
In [31], a volume term is added: G(rep) — Zf\il ~v;A; + pV, where p is the solvent pressure parame-
ter and V is the solvent-accessible volume. In [99], the attractive van der Waals dispersion energy
Glart) — S~ M Ggatt), where Ggatt) = po fugatt) (x4,¥)0(y) dy, po is the bulk density, ugatt) (x;,y) is
the van der Waals dispersive component of the interaction between atom ¢ in the solute and the
volume of solvent at y, (y) is a density distribution function for the solvent. Hence the non-polar
solvation energies

M
Geay + Gvaw = Y %idi +pV + po / ul™ (x;,y)0(y) dy. (7)

i=1

The electrostatic solvation energy is caused by the induced polarization in the solvent when the
molecule is dissolved in the solvent, therefore

Gpol = ;/ﬁbreaction(r)p(r) dr, (8)

where @reaction = Psolvent — Pgas-phases P(r) and p(r) are the electrostatic potential and the charge
density at r, respectively.

The Poisson-Boltzmann (PB) model was developed to compute the electrostatic solvation en-
ergy by solving the equation —V(e(x)V¢(x)) = p(x) for the electrostatic potential ¢. Numerical



methods to solve the equation include the finite difference method [89, 63], finite element method
[54, 6], and boundary element method [68]. However the PB methods are prohibitive for large
molecules such as proteins due to the limited computational resources. As an alternative, (8) is
approximated by a generalized Born (GB) model which is in the form of discrete sum [94]

G qiq;
Gpo = =5 D , (9)

2

[+ Ry - i)

D=

where 7 = Ei — i , €p and &, are the solute (low) and solvent (high) dielectric constants, ¢; and
R; are the charge and effective Born radius of atom 4, respectively, and r;; is the distance between
atoms ¢ and j. The solvation force acting on atom «, which is part of the forces driving dynamics

is computed as
aC;sol

ol = — :
(0%
OXq

(10)

Because the GB calculation is much faster than solving the PB equation, the GB model is widely
used in the MD simulations. Programs which implement the GB methods include CHARMM [72],
Amber [22], Tinker [82], and Impact which is now part of Schrodinger, Inc.’s FirstDiscovery program
suite. Even though the GB computation is much faster than the PB model, the computation of
the Born radius R; is still slow. During the MD simulation, the Born radii need to be frequently
recomputed at different time steps. Because this part of computation is too time-consuming, there
are attempts to accelerate the MD simulation by computing the Born radii at a larger time step.
For example, in [97] in their test of a 3 ns GB simulation of a 10-base pair DNA duplex, they
change the time step of computing the Born radii and long-range electrostatic energy from 1 fs to
2 fs. This reduces the time of carrying out the simulation from 13.84 hours to 7.16 hours. From
this example we can see that the calculation of the Born radii takes a large percentage of total
computation time in the MD simulation. In the long dynamic runs, this decrease in the frequency
of evaluating the effective Born radii are not accurate enough to conserve energy which restricts
the MD simulation of the protein folding process to small time scale [91]. Hence it is demanding
to calculate the Born radii and the solvation energy accurately and efficiently.

In this paper we develop a method for fast computation of the GB solvation energy, along with
the energy derivatives for the solvation forces, based on a discrete and continuum model of the
molecules (Figure 1). An efficient method of sampling quadrature points on the nonlinear patch is
given. We also show that the error of the Born radius calculation is controlled by the size of the
triangulation mesh and the regularity of the periodic function used in the fast summation algorithm.
The time complexity of the forces computation is reduced from the original O(M N + M?) to nearly
linear time O(N + M + n3logn + M log M), where M is the number of atoms of a molecule, N is
the number of integration points that we sample on the surface of the molecule when we compute
the Born radius for each atom, and n is a parameter introduced in the fast summation algorithm.
The fast summation method shows its advantage when it is applied to the Born radius calculations
for macromolecules, where there could be tens of thousands or millions of atoms, and N could
be even larger. In the fast summation method, one only need to choose a small n which is much
smaller than M and N to get a good approximation, which makes the new fast summation based
GB method more efficient.

The rest of the paper is organized as follows: in Section 3.1 we explain the geometric model
that our energy and force computation are based on; we discuss in detail the energy computation
in Section 3.2 and the force computation in Section 3.3; some implementation results are shown
in Section 3.4; some details such as the fast summation algorithm and the NFFT algorithm are
discussed in the appendix.

10



Figure 1: Top left: the discrete van der Waals surface model (436 atoms); top middle: the trian-
gulation of the continuum Gaussian surface model with 6004 triangles; top right: the regularized
triangular mesh where the quality of the elements is improved (making each as close as possible to
an equilateral triangles); bottom left: the continuum ASMS model generated from the triangular
mesh up right; bottom right: the molecular surface rendered according to the interaction with the
solvent where red means strong and blue means weak interaction.

3.1 Geometric model
3.1.1 Gaussian surface

The electron density and shape are used in a similar sense in the literature with respect to the
modeling of molecular surfaces or interfaces between the molecule and its solvent. The electron

(=il )
e i

T

density of atom ¢ at a point x is represented as a Gaussian function: f(x) = where
x;,r; are the position of the center and radius of the atom k. If we consider the function value of
1, we see that it is satisfied at the surface of the sphere (x : |x — x;| = r;). Using this model, the

electron density at x due to a protein with M atoms is just a summation of Gaussians:

M gl
o= (11)
i=1
where 3 is a parameter used to control the rate of decay of the Gaussian and known as the
blobbiness of the Gaussian. In [84] § = —2.3, isovalue = 1 is indicated as a good approximation
to the molecular surface.

3.1.2 Triangular mesh

The triangular mesh of the Gaussian surface is generated by using the dual contouring method
[59, 109]. In the dual contouring method a top-down octree is recursively constructed to enforce
that each cell has at most one isocontour patch. The edges whose endpoints lie on different side
of the isocontour are tagged as sign change edges. In each cube that contains a sign change edge,
we compute the intersection points (and their unit normals) of the isocontour and the edges of the
cube, denoted as p; and n;, and compute the minimizer point in this cube which minimizes the
quadratic error function (QEF) [37]:

QEF(z) = Z[nl (z—pi)]2

%
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Since each sign change edge is shared by either four cubes (uniform grid) or three cubes (adaptive
grid), connecting the minimizer points of these neighboring cubes forms a quad or a triangle that
approximates the isocontour. We divide the quads into triangles to generate the pure triangular
mesh.

3.1.3 Algebraic spline molecular surface (ASMS)

The triangular mesh is a linear approximation to the Gaussian surface. In our solvation energy
computation, we generate another higher order approximation called ASMS model (Figure 4(f))
based on the triangular mesh to improve accuracy and efficiency [111]. Starting from the triangular
mesh, we first construct a prism scaffold as follows. Let [v;v;vy] be a triangle of the mesh where
Vi, Vj, Vi are the vertices of the triangle and n;, n;, n; be their unit normals. Define v;(\) =
v; + An;. Then the prism is define as

Diji :=={p: P =b1vi(A) +b2v;(A) + b3vi(N), A € Liji},

where by,b2,b3 € [0,1], by + by + bg = 1, and I;j;, is a maximal open interval such that (i) 0 € I;;,
(i) for any X € Iijk, vi(A), v;(A) and vi(A) are not collinear, and (iii) for any A € I;jx, n;, n; and
n;, point to the same side of the plane P;x(\) :={p: p = b1vi(A) +b2v;(A) +b3vi(A)} (Figure 2).

Figure 2: A prism D;j;, constructed with a triangle [v;v;v;] as a basis.

Next we define a function over the prism D;j;, in the cubic Bernstein-Bezier (BB) basis:

F(b1,ba,b3,\) = > bije(A) By (b1, ba, b), (12)
i+j+k=3
where ijk(bl, ba, b3) = l,;’—,'k,bllbéblg The ASMS denoted as I' is the zero contour of F'. The scheme

for defining the coefficients b;j, are defined is described in detail in [111]. In short they are defined
such that

e the vertices of the triangular mesh are points on I
e I'is C! at the vertices of mesh;

e T'is C! at the midpoints of the mesh edges.

Later, given the barycentric coordinates of a point (bq, b2, b3) in triangle [v;v;vy], we solve the
equation F'(by, ba, b3, A) = 0 for A by Newton’s method. In this way we can get the corresponding
point (z,y,z) on I':

(.%', Y, Z)T = blvi()\) + bQVj(/\) + bgvk()\). (13)

We have proved in [111] that the ASMS model is C* everywhere if the normals of the mesh satisfy
certain symmetry conditions. The error between the ASMS and the Gaussian surface is bounded
and we have shown that the ASMS converges to the Gaussian surface at the rate of O(h%) where
h is the maximum edge length of the mesh.

12



Figure 4: (a) is the discrete van der Waals model of protein 1BGX with 19,647 atoms; (b) and (c)
are the zoom-in views of the the initial triangulation of the continuum surface with 85656 triangles;
(d) and (e) are the zoom-in views of the quality improved mesh; (f) is the a continuum ASMS
model generated based on the quality improved mesh.

3.2 Fast solvation energy computation
3.2.1 Method

Similarly to what is done for other GB models, we use (9) as the electrostatic solvation energy
function. Before we compute (9), we need to first compute the effective Born radius R; for every
atom which reflects the depth a charge buried inside the molecule (Figure: 5). An atom buried deep
in a molecule has a larger Born radius, whereas an atom near the surface has a smaller radius. Hence
surfactant atoms have a stronger impact on the polarization. Given a discrete van der Waals (vdW)
atom model, as long as we know R; for each atom, we can compute (9) by using the fast multipole
method (FMM) [44] with the time complexity O(M log M). However the Born radii computation
is not easy and is very time-consuming. There are various ways of computing the Born radius as
summarized in [33]. These methods can be divided into two categories: volume integration based
methods and surface integration based methods. In general, the surface integration methods are
more efficient than the volume integration methods due to the decreased dimension. So we adopt

13



the surface integration method given in [38] to compute the Born radius:

R 1/wd5‘ i=1,..., M, (14)
I

i Ir — x;|*

where T is the molecule-solvent interface, x; is the center of atom 7, and n(r) is the unit normal on
the surface at r and we use ASMS as the model of T'.

Figure 5: The effective Born radius reflects how deep a charge is buried inside the molecule. The
Born radius of an atom is small if the atom is close to the surface of the molecule, otherwise the
Born radius is large therefore has weaker interaction with the solvent.

(a) 1PPE (b) IANA (¢) IMAG

(d) 1CGI1

Figure 6: Gaussian integration points on the surface of protein (a) 1PPE, (b) 1ANA, (c) IMAG,
and (d) 1CGI_1. The surfaces are partitioned into 24244 triangular patches for (a), 28620 triangular
patches for (b), 30624 triangular patches for (c), and 29108 triangular patches for (d). There are
three Gaussian quadrature nodes per triangle. The nodes are then mapped onto the ASMS to form
the red point cloud.

Applying the Gaussian quadrature, We compute (14) numerically:

N
1 —X;)- ;
R._lz_zwk(rk X) n(rk) Zzl)"'7M7 (15)
Ty — x4
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where wy, and rj are the Gaussian integration weights and nodes on I' (Figure 6). ry are computed
by mapping the Gaussian nodes of a master triangle to the algebraic patch via the transformation
T. Let rk and wk be one of the Gaussian nodes and weights on the master triangle. Then the
corresponding node ry and weight wy, are rj, = 7(rQ) and wy, = w)|J(7T)| where |J(T)] is the
Jacobian determinant of 7.

We formalize (15) in two steps. First we split it into two parts:

1 N wyr n(rg) 1wa-n(r)
o b Tk D(rg) 1 pXi - n(r) 16
! 4772 v — x;[4 4772 v — x;)* (16)
k=1 k=1

Then we split the second summation in (16) into three components:

N

WEX; N wkn Wy, wkn

e Sl P 17
> |rk_x‘4 Z,k_x|4 Z|k_x|4 Zm—xm (17)

k=1

The first summation in (16) and the three summations in (17) without the coefficients in front are
of the common form:

chg i — Tk) i=1,...,M, (18)

with the kernel function g(x—ry) = |x o and the coefficient ¢y, = wyry-n(ry), wpnk, wkn’;, wpnk,

respectively. (18) can be efficiently computed by using the fast summation algorithm introduced
in [78] with complexity O(M + N + n3logn), where n is a parameter used in the fast summation
algorithm.

3.2.2 Fast summation

The fast summation algorithm is published in [78]. For convenience, we discuss this algorithm in
this section briefly. The fast summation algorithm is often applied to compute the summations of
the form

chg i —Tk), i=1,...,M, (19)

where the kernel function ¢ is a fast decaying function. Cutting off the tail of g, one can assume
that the support of ¢ is bounded. In our Born radii computation, since the distance between x;
and ry is no less than the smallest radius of the atoms, there is no singularity in g. Without loss
of generality, we assume x —ry € II := [—%, %]3 After duplicating ¢g in the other intervals, g
can be extended to be a periodic function of period one in R? and this periodic function can be
decomposed into the Fourier series:

gx =) = Y gueme T, (20)

wel

where I := {(w1,ws,w3) € Z*} and g, = [;; g(x)e”?M«“* dx. We approximate (20) by a truncated
series:

X—rk Z gw€27r7,x I‘k (21)
weln

where I, := {(w1, w2, w3) € Z* : =% < w; < %}. We compute the Fourier coefficients g,, numerically
by

1 J\ —oriwj
Jw = 3 E g(ﬁ)e 27“”/”, w € I. (22)
j€ln

15



by using the fast Fourier transform (FFT) algorithm with complexity O(n3logn).
Plugging (21) into (19), we get

Z Ck (Z gwe%’ X;—Tk). ) Z oo (Z Cke—27ru.o rk) 2w X

wel, wely

=Y g 2

wGIn

where
N

Ay, = Z cpe 2w TR, (24)

k=1
(23) is computed by using the NFFT algorithm with complexity O(n®logn + M) and (24) is
computed by the NFFTT algorithm with complexity O(n3logn + N). Hence the total complexity
of computing (19) is O(N + M +n?logn), which is significantly faster than the the trivial O(M N)
summation method once the number of terms in the Fourier series n is much smaller than M and N.
We explain the NFFT algorithm and the NFFTT algorithm in Appendix 3.5 and 3.6, respectively.

3.2.3 Error analysis

The numerical analysis of the error introduced during the computation of (14) can be decomposed
as follows: (i) the sum of a quadrature error Eq; (ii) some “fast computation” error in the evaluation
of the quadrature itself. The latter error is then decomposed in three terms, which correspond to
different steps in the numerical procedure. They are the truncation error EFrg when we truncate
the Fourier series (20) into finite terms, NFFTT errors E,, when we compute the coefficients (24),
and an NFFT error Exppr when we finally evaluate (23) by the NFFT algorithm.

Let I; and I; denote the exact integration and the numerical output of (14) for atom i, respec-
tively. Then We have }

I; = I; + Exvrr + Expppr + Ers + Eq.

Let ||E||oo = max |I; — I;|. We have
7

[Elloe < 1EQlloo + I EFsloo + [ ExFET/lo0 + [ Exppre lloo- (25)

Next we will analyze each individual error ||EqQ||so, ||EFs|lcos [[ENFFT |00, and || Expprt ||sc-

Quadrature error Let I'. be one of the algebraic patches on the molecular surface I'. Suppose
I'c is built based on a triangle e := [v;, v, vi]. Any point (b1, bs, b3) € e can be mapped to a point
r(bi, by) € I'c. The integration (14) over I, is

e [ ol

r—x;|*
bl,bg ) n(r(bl,bg))
J| dbidb 26
//Q e by) gt ) A2 (26)

where Qg is the canonical triangle, (b1, bg, b3) is the barycentric coordinates of the points in €y and
|.J| is the Jacobian. Let f(b1,b2) denote the integrand in (26). As we discuss in Appendix 3.7,
f(b1,b2) € C(Qp). Suppose we use an s-th order quadrature rule on element e, then

Ie—/ F(by1,by) dby dby = Zwkfb (27)
Qo
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We expand f(b1,b2) in a Taylor series around a point (b, b5, b%) € Qo:
f(b1,b2) = Py(b1,b2) + Rs(b1,b2), (28)

where Pg(b1,b2) is a polynomial of degree s:

1 0

/ / / / a
Ps(br, ba) = f(01,02) + (b1 = W) 5 + (b2 = B3)

pTNIC (29)

and the residue Rj is

Ru(b1sba) = il — W)+ (b2 = W) PG, (R € (30)

(s +1)!

Then the error £ becomes

// (b1, bo) dby dby —Zka (bF, b5).
Qo

Let Wy = max(|wg|), we get

|E|<//Q bl,bg\dbldb2+WkZ|R bk bk
0

k=1
Within Qq, [b1 — b}| < 1 and |be — by| < 1, hence

|[Rs (b1, b2)| < [I bt Ifl]”lf( b3), (31)

(s+1)! )

where |%|- denotes |%|. By the chain rule,

0 _ oo ooy 00
oby  O0xOby  Oydb, 0z 0b
According to (13), we have g—l;”l = vf —v§ +A(n{ —nf). Let hyqqp be the maximum edge length of the

triangular mesh, A4, = max{|\|}, and h = max(hmaz, Amaz). Then we have | ax | < 2h. Similarly,
we can get the same bound for the derivatives of z, y, z with respect to by and bs. Therefore

(2h)s+1 (Qh)SJrl
(s +1)! (s+1)!

where (z*,y*, 2%) = bvi(A) + b3v;(A) + b3vi (), flx*,y*, 2*) = f(b*,b5), and the constant C' =

( ma)x - | DSt f (2,9, 2)| < co. Noticing that the area of g is 1/2, we can write
T,Y,2)€

|Rs(b1,b2)| <

O 0 sz
_ _ 1S * * *< 2
gl + 5ol + 5 b 2 < € (3)

2s+1
(s + 1!

Even though a greater number of quadrature nodes correspond to the higher order of accuracy, the
increase in complexity is a limiting factor. Meanwhile, since the ASMS error is of the order h3,
there is no point in a very accurate approximation of (33) to too high an order. As a trade-off, we
use a two dimensional 3-point Gaussian quadrature over the triangle Qo which is of order 2 [30].

So s =2 and s, = 3. The nodes are (%, %, %) and its permutations. Wy = % for k =1,2,3. Then

1
Bl < (5

5 Chstt, (33)

+ SeWk)

|E| < 2Ch3. (34)
Suppose there are N, patches on I', then |Eq| < 2N.Ch3. So we have the same bound
1Eq oo < 2N.CR?. (35)
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Fast summation error According to the fast summation method described in Section 3.2.2, the
Fourier series is truncated into a finite series

N N
E%S = Z Ck, Z QwEQﬂiw'(xFr’“) = Z CkT,f;
k=1 k=1

wEls\In

where T,i denotes the truncation error of the Fourier series. Hence
N

|Bs| < llelloe Y 175 (36)
k=1

where ||c|/c = k_maxN]ck\,

T =1 > gee®™ ™ < Y g (37)

weloo\In welo\In
with
Jow = / g(x)e*%i“"x dx (38)
II

and g being the the kernel function in the fast summation. In the Born radii calculation, g(x) = #.
As defined in Section 3.2.2, II is bounded and excludes 0. Let w = (w1, ws2,ws3). Then we rewrite
Zweloo\ln |gw| as

Z ‘gw‘ = Z Z Z Z 1)twi (=1)Tws (—1)’%)3" (39)

w€lso\In 1,7,k=0,1 wi=n+1wo=n+1wz=n+1

By successive integration by parts for each dimension, we get

_Z mi _,L ma _7/ m3 / Dm ( ) omicox d
= X)e X
uorwaws 27rw1 271'Ld2 27Tcd3 g ’

where m = mq + mo + mg and D™g = (axml + 5’;@ + 88;33 )g. Therefore

|G waws| < (27)mw w ws / |[D™g(x)| dx.

Let fim = [ |D™g(x)| dx. We obtain |gww2wd| < %)mwml my_ms - For the other terms in (39) we
Wy “Wg

have the same upper bound. If we assume mq,mg, m3 > 2, then

FL=(omm wy™ wy'? wsg'
wi=n+1 wo=n+1 w3z=n+1

are (o 2e0) ([ g 00) ([ g 0)

— 8 Lim
— (2m)m(my — 1)(mg — 1)(mg — 1)nm—3'

For mi = mo = mg, we have

IN

; 8116

T € ——=. 4

| I<:| = (27T)6n3 ( 0)
Then for (37), we have

8MGN
| Es| < HCHOOW (41)
In fact, the right hand side of (41) is independent of i. Therefore we get
8M6N

[Ers|loo < HCHoo 2m)6n3
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NFFT error The error analysis of the NFFT algorithm is thoroughly discussed at the end of
Appendix 3.5. This error estimation is derived based on the analysis in [79]. In summary, the
NFFT error is split into the aliasing error Eyppp and the truncation error Edppp [79]:

IENFFT|loo < | ExprT /oo + | ERFET o0

1 2
The error bounds of Eyppr and EXppr are

|Berlloo < IGI max 37 | “’*‘jg) ! (43)
" iez3\{0} Co
1B pprlloe < —gg max(C5 (€)1l max Y [€le — —) — i — )| (44)
NFFTIeo = 3.3 el on oon’”

l1€lon

where ¢ is a 1-periodic window function defined in Appendix 3.5, C,,(§) are the Fourier coefficients
of §, and 7 is a truncated version of . In the fast summation method (23), |G|l1 = > ;. [wawl;
where g, and a,, are defined in Section 3.2.2. Combining (43) and (44), one obtains

| Exprrllco < C(€,m,0)|| G5 (45)

In [78], the coefficient C'(&, m, o) is given for some special £&. They are

o Gaussian, £(x) = (wb)~Y/2e~lomxI*/b where b := -22-™ the coefficient C/(¢,m, o) = 4e~mm(1=1/(20-1)),

20—1 w>

e cardinal central B-splines [12], £(x) = Map, (onx), the coefficient C(¢,m, o) = 4(515)*™;

e powers of sinc function, £(x) = "%Lml)smc <W>, the coefficient C(§, m,0) = ﬁ (02% + (
e Kaiser-Bessel function [57]
sinh(by/m2—(on)?||x||2) H H m
1 m?—(on?|x[?__’ - o

€0 =20 sinhloy/ e xP—r)

otherwise
(on)?[jx[2—m2 ’ ’

C({,m,a) = 57T2m3/2 21— %e*mQﬂ*m_

NFFTT error As we mentioned in Section 3.2.2, (24) is computed by the NFFTT algorithm and
then they are plugged in (23) for the following evaluation of the summation. So the NFFT error

Expprr = Y guwBue®™™, (46)
wely,
where E,, denotes the error of the NFFTT algorithm and g, is the same as is defined in (38). Then

we have
| Expprrl < ) |9wBu| < maXIE 1) 190] = [1Bullse llglls (47)

wely, wely,

with || Eleo := max |Ey| and |lg[l1 := > |gwl-
wely, wel,

As we discussed in Appendix 3.6, the NFFTT error E,, is decomposed into the aliasing error
(EL) and the truncation error (E2), E, = E}, + E2. So

1Eulloe < 1 Elloo + 1S oo
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where | EL | = max |EL| and || E2 |00 = max |E2|. Based on the error bounds derived in Appendix
wely wEln
3.6,

C. ion(g)
1 w+
1Bl < llelh ma 3 = (48)
iezZ3\{0}
and ) ! |
2 - _ - —1 A o
120 < yalelh mas(C2M @) max 37 16l —ve) —n( o —wo) (49)

where ||c||; = Zszl |ck|. Comparing (48) with (43) and comparing (49) with (44) yield the error

estimation of E,, which is similar to ENppT:

[Ewlloo < C(§,m, 0)]lc]1-

Hence
|Expprr| < C(&m,o)llc|[1]lg]]:- (50)
The inequality (50) is independent of i, therefore,
| Expprrllec < C(&m,0)lell1llg]l- (51)

3.3 Fast solvation force computation

The solvation force acting at the center of atom «, which is part of the forces driving dynamics is

. 8C;sol

Felec — 92
@ 0%, (52)
Partition the solvation energy into polar and non-polar parts:
0G0 0Gpot 0S4 0Gpal
0%, E(GCW + Gvaw) + Oxo ’yﬁxa + 0%y (53)

The non-polar force is proportional to the derivatives of the volume and/or the surface area with
respect to the atomic coordinates. There has been previous work on analytically computing the
derivatives of the area/volume [31, 56, 20]. To compute the polar force, we first define

Gii = a:0:/(r2 + R:Rs r?j 1/2 54
ij = @5/ (ri; + Ri JeXP(—m)) . (54)
Then
M M LM
Gpol = —TZ; '2;1 Gij — 5 z; Gii- (55)
=1 j=1 1=

Differentiating (55) w.r.t. x, one gets

0Gpol L 9G; T~ 9Gs
%o _T;j;rl ox, 2 — 0%, (56)

where

aGij . 8Gij 87}‘]‘ i 8Gij 8Ri i 8G,~j 8Rj
8Xa N 87‘@‘ Xa 8RZ Xa 8Rj Xa '

. 0G4 ey .
From (54), one can easily compute B, and T which are

2 -3 2
G _ i 21 __m
8r-z~] = 4iqj (rfj + R;Rje 4RiRJ‘> <4e ARRy 1) Tij,
ij
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Wl

2 — 2
dGi; . . Tk
4§ = S (ng—l-RiRje 4RiRj> e " (4RiR; + 1)

OR; 8R;
g%’i is nonzero if ¢ or j = « which will be %%j = % In (57) the computation of aRz for
i = 1,..., M is not trivial. Because I' depends on the position of the atoms, it is not easy to

compute the derivative of R; directly from (14). To solve this problem, we convert the integration

domain back to the volume: ) .
Ri'=— [ —— dr. (58)
AT Jo It — x4
Then by defining a volumetric density function to distinguish the exterior from the interior of the
molecule, we may have an integration domain that is independent of {x;}. One way of defining the

volumetric function is given in [42] where they first define a density function for each of the atoms

1, |lr—x;] <a;y
N

0, |[r—x;l>a

and then define the volumetric function by following the inclusion-exclusion principle

sz DOXiXi T D XaXaXk— D XiXiXkXit - (59)

1<j i<j<k 1<j<k<l

There are some nice properties of this model. For example, the exterior region of the molecule is well
characterized by ¢ = 0 and two atoms 4 and j are disconnected if for any r € R3, x;(r)x;(r) = 0.
The drawback of this model is that function y is not smooth, which makes it inapplicable to the
derivative computation. Therefore we smoothen y by introducing a cubic spline near the atom
boundary:

1, z < a;
oi() =9 H@—a)— H@—0a)+1, ai<z<a+w (60)
0, r>a; +w

with =[] r — x; ||. The region defined by p; # 0 is regarded as the interior of atom ¢ and this
region converges to the van der Waals volume of the atom as w goes to 0. In the SES model, two
atoms are considered to be completely separated if the distance between the centers is greater than
the sum of the radii plus the probe diameter. Otherwise they can be connected by the reentrant
surface of the rolling probe. By setting w = 1.4 rA, atoms ¢ and j are disconnected in the same
sense as in the SES model iff g;(r)o;(r) = 0, for any r € R3. In addition to this modification,
we neglect the cases that more than four atoms overlap simultaneously. Therefore the molecular
volumetric density function becomes

=Y 0= 0iojt+ Y. 0iojok— Y 01000l (61)
i i<j i<j<k i<j<k<l

We define the complementary function g = 1 — p. It is easy to show that within the VWS of the
molecule, p is always 0, beyond the SAS, 5 is always 1, in between, 0 < p < 1. Then (58) can be
rewritten as

R—l _ ( {XJ}) r. (62)

¢ 47T R3 ]r—xz|4
Differentiating both sides of (62), one gets

_10R _ 1 9 <( {XJ})> dr. (63)

Ri2 Oxo A Jps Oxq \ |r — x4
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So

IR; R? / aZ-o(r, {x;}) B 1
= — —a _ . 4
0xq 4 ( R3 |I‘—Xi|4 dr + ox 0%, |I‘—Xi‘4 dr (6 )

For the first integral in (64),

a0 _ 0 (9Qa 004
il S ZQJ+ZQ]Qk— > ojorar =~ x Jar

j<k J<k<l

where j, k, [ are the atoms overlapping with atom o, g =1 — Zj o + Zj<k 050k — Zj<k<l 050k 01,
and

Do 0, T < ag
8xz (r) =1 (Z(@—0aa)’— 5@ —a)*E, aq <z <aq+w
« 0, T>ag+w

with 2 = ||r — x,|. Noticing that g}% # 0 only if ay < |r — Xqo| < aq + w, the first integral in (64)

is simplified as
[r—%Xo|=aa+w o 1
/| 0% g () dr. (65)

r—Xo|=aq 8xa |I‘ - X |4

The integration domain of (65) is a regular spherical shell of the width w around atom « (Figure
7(a)). We switch to the spherical coordinate system:

T =T+ (aq +1)cosfsing
Y = Yo + (aq +7)sinfsin ¢
z=2q+ (G +7)cOS 0P

where (7,60, ¢) € [0,w] x [0, 27] x [0, 7]. We sample r, 0, ¢ by using the 2-point Gaussian quadrature
nodes in each dimension. For all the atoms in the molecule, they share the same set of sampling
points (r,0, ¢).

(a) shell (b) surface

Figure 7: When computing the derivatives of the Born radii gfi, the quadrature points of the first
integral are points within a spherical shell around atom «, as shown in (a), whereas the second
integral is necessary when ¢ = a and the quadrature points are points on the surface, as shown in
(b). The dark region represents the molecule, the light grey region is the shell of width w around
atom a.

The second integral in (64) is nonzero if i = a. In that case

1 1
0 ar—— [ 21 4 (66)

o 0% |1 — x4 ox Or v — x4
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We compute each component of (66) individually and convert to the surface integration (Figure:
7(b)) by the divergence theorem:

0 1 wkn
— | =77 dr= dS ~ 67
e o Z e o0

N k

0 1 Ny (1) wEn.
———dr= [ —2— dS ~ — 68
Iy r —x;|! r [T —x[* ;|rk_xi4 ®)

N

0 1 / n,(r) wynk
———dr= | ———— dS~ — 69
BTl T ot 5 e (69
where the quadrature weights and points (wy, rj) and the unit normals (n* n]; ,nk) are the same as

those used in Section 3.2. We compute (67), (68), and (69) by directly applying the fast summation
method with the coefficients ¢, = wkn’;, wknlzj, wknlz“, respectively. Since the same algorithm is
used in the Born radius derivative calculation, the error analysis is similar to the error analysis of
the Born radius calculation except that a quadrature error of the integration over the shell region
needs to be added.

To compute the force acting on each of the M atoms, we need to compute (66) fori =1,..., M.
By using the fast summation algorithm, the computational complexity of this part is O(N +
M + n?logn), the same as the energy computation. To compute (65), since the shell integration
domain is narrow, only a small number of atoms have non-zero densities in this region, therefore
the complexity of computing (65) for a fixed o for ¢ = 1,..., M is O(M). Moreover, since the
integrand in (65) is very small if atom ¢ and atom « are far apart, we use a cut-off distance dy in
our computation and compute (65) only if d(i,) < dy. Therefore the overall time complexity of
computing (64) is O(N + M + n3logn).

3.4 Results

We compare the polarization energy computed based on the fast summation algorithm and the
trivial summation in Table 2 for four proteins (PDB ID: 1CGI1, 1BGX, 1DE4, 1N2C). An ASMS
model is constructed for each protein with N, number of patches. A three-point Gaussian quadra-
ture is used on each algebraic patch. We also compare the overall computation time of the two
methods. As we see from the table, for the small proteins (e.g. 1CGI.), the fast summation
method is slower than the trivial summation. However as the protein size gets larger (e.g. 1BGX,
1DE4, 1N2C), the fast summation is apparently faster than the trivial summation without losing
too much accuracy. The relative error € between the fast summation and the trivial summation is
small. As for the trade-off between efficiency and accuracy, since in the current research of the MD
simulation efficiency is more concerned, the fast-summation-based GB is superior to the trivial GB
method.

In Figure 8 we compare G, computed by the fast summation based GB and the trivial summa-
tion method along with their computation time for proteins of various sizes. For all these proteins,
we generate the ASMS of the same number of patches (in our test we use 20,000 patches for each
protein). We choose the fixed parameters n = 30, m = 4, and o = 2 for all the proteins. We
observe that the G, computed by the fastsum GB is close to that computed by the trivial GB
methods and the error gets larger as the molecule gets bigger. Even though the error analysis
in Section 3.2.3 does not show that the error depends on the size of the molecule, the analysis is

based on the assumption that the kernel function is defined on the domain [—%, %]3 To ensure that
X;—rg, i =1,...,.M, k=1,..., N are all within this range, we scale the molecule. The larger

the molecule, the larger the scaling factor. Later on when we scale back to the original coordinates
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Protein ID | 1CGIL1 1BGX 1DE4 1IN2C
M 852 19,647 26,003 39,946
N, 29,108 112,636 105,288 83,528
N 116,432 450,544 421,152 334,112
n 100 100 100 100
o 2 2 2 2
m 4 4 4 4

A Gy -1380.988 | -19734.848 | -25754.552 | -41408.959
timing | 86 358 863 631

B | Gpa -1343.150 | -19297.528 | -25388.455 | -40675.383
timing | 49 4327 5368 9925
€ 2.8% 2.3% 1.4% 1.8%

Table 2: Comparison of the electrostatic solvation energy G, (kcal/mol) and computation time
(second) of the fast summation method (A) and the trivial summation method (B). M is the
number of atoms. N, is the number of patches, IV is the number of integration points. n, o, and m

are parameters in the fast summation method. ¢ is the relative percentage error |(G2 —GE )/GE |.
pol pol pol

by multiplying the scaling factor, the error gets amplified. As we expect, computation time of the
fastsum GB increases as M becomes large but is much faster than the traditional GB method.

In Figure 9, we compare G, computed by the fast summation based GB versus the trivial
summation method and the computation time for a test protein 1JPS where we generate the
ASMS with different numbers of patches. We use the same values for the parameters n, m, and
o as in the previous test. As shown in the figure, as the triangular mesh becomes denser, the fast
summation result converges rapidly to the result of the trivial method but takes less computation
time.

ProteinID | M | N t1 (s) | t2 (s) | Tiotar (S)
1ANA 249 | 6,676 | 66.05 | 0.14 | 66.19
1IMAG 544 | 7,328 | 69.58 | 0.23 | 69.81
1PPE.] 436 | 5,548 | 59.55 | 0.56 60.11
1CGI1 852 | 6,792 | 68.71 | 3.27 71.98

Table 3: Force calculation timing: M is the number of atoms, N is the number of triangles in the

surface triangular mesh, ¢; is the time (in seconds) for computing (66) for i = 1,..., M and ty
is the time for computing the rest of the terms in (57) for i,j,a = 1,..., M. Tiota is the overall
timing.

For the test proteins 1ANA, IMAG, 1PPE_l, 1CGI_l, we compute the solvation force F&¢, for
a=1,...,M. We show the timing results in Table 3. In general, if an atom has a strong solvation
force, this atom is in favor of being polarized, and hence is an active atom. On the contrary, if an
atom has a weak solvation force, it is more likely to be an inactive atom. For every test protein,
after we compute the solvation force for each atom, we sort the forces based on their magnitude
and choose the top most active atoms and the top inactive atoms. As shown in Figure 10, the top
5% of the most active atoms are rendered in red and the bottom 5% of the atoms are rendered in
blue. This provides a convenient and cheaper way, alternative to the experimental method, to help
the biologists quickly find an active site of a protein.
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Figure 8: In (a) we compare Gy, computed by the fastsum GB and the non-fastsum GB for various
proteins containing different number of atoms. In (b) we compare the computation time of the two
methods.

3.4.1 Conclusion

We introduce a fast summation based algorithm to calculate the effective Born radii and their
derivatives in the generalized Born model of implicit solvation. The algorithm relies on a variation
of the formulation for the Born radii and an additional analytical volumetric density function for
the derivatives. For a system of M atoms and N sampling points on the molecular surface, the
trivial way of computing the Born radii requires O(M N) arithmetic operations, whereas with the
aids of the Fourier expansion of the kernel functions of the Born radii (and their derivatives) and
the NFFT algorithm which essentially approximates the complex exponentials in the NDFT by
the DFT of a fast decaying smooth window function, the Born radii as well as their derivatives
can be obtained at cost of (M + N + n3logn) where n is the number of frequencies in the Fourier
expansion. We show that the error of the algorithm decreases as the mesh gets denser, or as
any of the parameters o, m, n increase. Other than the Born model developed with a Coulomb

field approximation, there has been other models for the Born radii evaluation, for example the
. 1/3
Kirkwood-Grycuk model [45] where R, = (% . ﬁ dr) . This model is recently applied to

the GBr®NL model which approximates the solvation energy of the nonlinear Poisson-Boltzmann
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Figure 9: For protein 1JPS, in (a) we compare G, computed by the fastsum GB and the non-
fastsum GB with various number of surface elements. In (b) we compare the computation time of
the two methods.

equation [96]. It is interesting to note that we can utilize a similar quadrature point generation via
ASMS and the fast summation algorithm to speed up this GBr®NL computation. In fact, by the
divergence theorem, fex m dr = % fF % dr and the rest follows similar to the methods

in this paper.

3.5 NFFT

The NFFT [79] is an algorithm for fast computation of multivariate discrete Fourier transforms
for nonequispaced data in spacial domain (NDFT!). The NDFT! problem is to evaluate the
trigonometric polynomials

G(xj) = Y Gue®™@™  j=1... M, (70)

wely,
where I,, = {(w1,w2,w3) € Z* : —% < w; < 2}. Without loss of generality, we assume x; € [—3, £]3.
Instead of computing the summations in (70) directly, one can approximate G by a function s(x)
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(a) 1PPE (b) IMAG

(d) 1CGI1

Figure 10: Atoms that have the greatest electrostatic solvation force (top 5%) are colored in red;
atoms that have the weakest electrostatic solvation force (bottom 5%) are colored in blue.

which is a linear combination of the shifted 1-periodic kernel function &:
|
s(x) = D @(x— —), (71)

an
lelon

where I, = {(l1,l2,13) : l € [-%, 2] NZ,0 > 1} and L = {(&, L Ly We have o > 1

27 2 on’on’on
because of the error estimation discussed in Section 3.2.3.

The kernel function ¢ is defined as
= Glx+1),  where & € Ly(R?).
iez?
Good candidates for & include Gaussian, B-spline, sinc, and Kaiser-Bessel functions. Expand the
periodic kernel function & by its Fourier series

Z C 27r7,w x (72)

wezZ3

with the Fourier coefficients
Cu(§) = / 1 E(x)e mOX dx = - Eo(x)e 2mwx dx = o (w).

Cut off the higher frequencies in (72), one can get

)= D+ D | Cu®F O m D Cu(€)e . (73)

wElsp wEZ3\I(m wElon
Plug (73) into (71), we get

Z g Z C 27rzw -—ﬁ

1€lon w€lsn

_ Z GrosCl ()20 %5 (74)

wElysp
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with the coefficients

G = Z 916_2”1“"#. (75)
lelsn
By defining
Go
éw :: NG for w € I, (76)
0 for w € Ipp \ In,
one can immediately get
s(xj) & Y Gue®™N = G(x;). (77)
wely,

The next problem is to compute g;. From (75), one can compute the coefficients g; which are
also coefficients in (77) by the discrete Fourier transform

_ 1 N 2miw- L 1 Go Imiw- L
N= 3.3 Z Goe™on = o33 Z Cw(f)e ony 1€ Ion, (78)

WwEIyn wely,

with complexity O(n3logn) by the FFT algorithm.
Since the function £ drops very fast, one can further reduce the computation complexity of (77)
by cutting off the tail of . Define a function 7y:

o = &o(X)X[—m m3(x) where m < on,m € N.

on’on

Construct the one-periodic function 7 the same way as £ is constructed:
n(x) = Z no(x + 1).
iez?
Replacing £ with 7 in (77), we obtain that
1
G~ Y gnx;— R)v (79)
lEIgn’m(Xj)

where Iy m(x5) = {(l1,12,13) : onxj; —m < l; < onxj; +m, i = 1,2,3}. There are at most
(2m + 1)3 nonzero terms in (79). Therefore the complexity of evaluating (79) for j = 1,..., M is
O(m3M). Adding the complexity of computing the coefficients g;, the overall complexity of NFFT
algorithm is O(n3logn + m3M).

Remark 3.1. If we reorganize the above equations, it is not hard to see that, in fact, (70) is
approzimately computed by the expression

N 1 < — b Q2w L
Glxy) = 3 G | oo 2o 109 = 57) : (80)

wely, 1€lyn

From a linear algebra point of view, equation (80) can be written as the product of a matriz and a
vector. For example, for a one dimensional NFFT, (80) is equivalent to

g==FDg (81)

with vectors

= 1s a sparse matric



F is the classical Fourier matriz .
F = [ezﬁwiﬁ}

onxXn ’
and D is an n x n diagonal matrixz with the iith element being m For a multi-dimensional

NFFT, it is the same as the 1D case as long as one orders the indices of the multi-dimension into
one dimension.

As discussed in [79], in the first approximation (77), we see that s is equal to G after its higher
frequencies in the Fourier series are cut off. Hence the error introduced in (77) which is known as
the aliasing error is

1
EXppr : = Z né(x; — %) — G(x;)

Z Z éw+i0ncw+ian (g)eQWi(w—l—ian).xj ) (82)

€73\ {0} welon

Note that from (75), we have the condition éw+ian = Gy, for i € Z* and w € I,,. By the
definition (76), one obtains

Bl < 3 Y (G ““”(N (83)

IEZS\{O} welyn )

Let |G]1 = . |Gw|- Then
wEIn
w+ian(§)

Cul®) 54

|Exrrr| < Gl max. Z
iez*\{0}

In the second approximation (79), since ¢ is replaced by 7, the so caused error, known as the
truncation error, is

| 1
EI%IFFT C= Z né(x — %) - Z qn(x — %)
1€lon 1€lon,m
| 1
= Z gl[f(xfa)*ﬁ(xfg)]

lelan\lon,m
_ w 27r1w i . L . o L
= T s gt e DL )

lelan\lan,m

Thus
Bretl < 5 3 1o lﬁ—n&——ﬁm
N - 03n3 Cul on on
1€l,n
1 1

< ) —— ) —nx—-—)|

= 0_3n3 Lneajx( ‘GHl = ‘f X (X an)‘ (86)
3.6 NFFTT

The NFFTT algorithm deals with the fast computation of multivariate discrete Fourier transforms
for nonequispaced data in frequency domain (NDFT?):

w) = Z cpe” T w € Ip. (87)
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Define a function
N

A(x) =) erb(x —1p), (88)

k=1

where ¢ is defined as same as in Appendix 3.5. The Fourier series of A(x) is:

Ax) = ) Cu(A)e?mex, (89)
wezZ3
On the other hand,
N N
darbx—r1p) = e Y Co(€)em ), (90)
k=1 k=1 wezZ3

Hence we get the relationship of Fourier coefficients of A and &:
N .
Cw(A) = che_zm“"r’“Cw(f), w e z3 (91)
k=1

Comparing (91) with (87) one obtains

w € I. (92)
It remains to compute C,,(A). By definition,

Cuw(A) = /[_ A(x)e?Mex qx

]3

N
(Z cré(x — rk)> e 2mwx qx
]3

k=1

11
272

=> o / e e e dx (93)

k=1 [757513

Discretizing the integration in (93) by the left rectangular rule leads to

N
1 1 1 o1
a(w) ~ Ch—= E(— —rp)e MY on, (94)
@ 2= Ty 2 G
Replacing ¢ with n yields
1 1 o i L
~ T1W on 95
) g 2 (%)
where N :
=) en(— i), 1€ L. (96)
k=1

To compute §;, if one scans the ry, list, then for each ry there are at most (2m + 1) grid points (1)
that contribute nonzero n. Hence, the complexity of computing ¢; is O(m3N). After computing
g1 one can easily evaluate (95) by the FFT algorithm at the complexity of O(n3logn). Lastly
the complexity of computing (92) is O(n?). So the overall complexity of the NFFT™ algorithm is
O(m3N + n3logn).
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Remark 3.2. Similar to the NFFT algorithm, we may write the one-line formula for comput-
ing (87) by the NFFTT:

N
1 .
) =3\ Gy 2 Man ~ T ) &7

k=1 1€l,n
which in one dimension is equivalent to the linear system:
a=DTF*="c (98)

with vectors N
A 5 N
a:= [a(w)]ﬁz_g »c=elpog -
Matriz Z is similar to that defined in Appendix 3.5
— l;
E=|n(=- - n-)] :
|: an Nxon

F* is the conjugate transpose of the Fourier matriz F', and D is the same as that defined in Appendix
8.5. From the matriz expression, we see why the algorithm is called the “transpose” of NFF'T.

Let E,, designate the error of a(w). E,, can also be split into the aliasing error EL, introduced
in (94) and the truncation error EZ introduced in (95), E, = EL + E2, for w € I,,. By taking
the Fourier expansion of &, we get form (94), so

w1
Ei, _ § :Ck 3 § : § : C 271'1 —7rk)_] 6727r1w =
— O'n

lelfrn J623
_ Ck *27711%‘] 3 Z 627T1(‘] w) (m.
jez3 lelsn
Since
Z 27i(j—w) = 1, ifj—w=ion, i€Z3,
n)3 0, otherwise,
1elsn
we have,
N
Eclu — Cr w+wn —27r1rk (w+1an) (99)
k:l i€z3
By (87),
Ei’ - C ( ) Z Cw—l—lan —27rirk'(w+io'n). (100)
k=1 leZS\{o}
Define ||c||; = Z]kV:1 |ck|. Then we have
C +io (5)
EL < ey - Serm) (101)
i€z3\{0} «
n (95), the truncation error
Z%;————meLb—wriwﬂmﬁ (102)
(on)3Cw(§) 5 on on ’
which has the bound
1 1 1
F2| < — - —— 103
yd_wmwlgwf;mmlm>mnrm (103)
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3.7 Continuity of f
As defined in Section 3.2.3,
f= (r —x;) -n(r) (104)

where r # x; and n = VF with F given in (12). r(b1, b2, A) is simply defined in (13). In this
appendix, we mainly discuss the continuity of n. As derived in [111],

OF OF oF\"
VF=T'(F —, — 105
<8b1 0bs 0)\> (105)
where -
(Vi(A) = vi(A))
T = (vi(A) = ve(N)"
(bin; + bon; + bgng) T
is a nonsingular matrix. Hence n is well defined. Consider (%’ g—lg):
0 0.
on On Fx:v Facy F:vz %Tg/l %Tz:;g
oF oF oF\"
Let v = (Th,%,m . We have
Farac ny sz v
Fo Fy Fp. |=(T. T, T.) v +TMT? (106)
Fa:z Fyz Fzz 14

where F, = g;{g;!, T, = %, and
Fyvp, Fppy Fyn
M= Fy, Foy Fo |- (107)
Fyn  Fpn P

To show 7 is differentiable, we take the first row of 7 and compute its derivative with respect to

. 2 2 2 . .
x, ie. (%;21 % %) as an example. We write (13) in the form of

xr = .%'(bl, bg, )\),
Yy = y(b17 b27 )‘)7 (108)
Z = Z(bl, b2, )\)

Taking the second derivatives of both sides of (108) with respect to z, we get

ox 02%b; Ox 9%by  Ox 2\

_ or 001 | 0% 07b , OTOTA 1
0=Cr+ 50, 922 T by 022 T 9n 022 (109)
Oy 0°by Oy 0%by Oy 0%\
S PR Rl R BN A 11
0=Cot 50 022 T oy 922 T 0r 922’ (110)
2 2 2
O:Ch+8z8b1 82’8[)2 828/\ (111)

Oy 022 Oby 922 | 0N D22
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where

32790%4_ (ot @4_ %z _ O\
7]

% o2 Oz biobs 0x T 9010 0
— 0by 9%z 9by | 9%z Oby 9%z oA
Cr= ¢ Ob10b; 0z T o002 0w T bsonos |
oy 0%z 0by 8%z _Oby | 8%z A
Oz 9610% 9z T Dbaox 9z T OAZ O
0%y 9by 0%y by %y oA
o 902 0z 96,065 oz T 610X Oz
o= | B )| P e 0% o
9 o Obi0bs 0z T 002 0z T dbaon oz |
o 0% ob | 0%y oby | 0%y o)
90108 9z T 0ba0x 0z T A2 Ox
9%z Oby 8%z Oby 8%z oA
% 002 9z T 96,06 0z + 9b10% Ow
— fel) 0%z 9by | 0%z 9bs 9%z 9\
Ch = o Tb10b; 0z T 052 0z T Dbaox o
oz 9%z 9by + 0%z 0by + 82z OX
Tb10% 9z T Oba0n 9z T 0N O
So we get
92b,
82102 _Cf
5% _
| =T -0y | (112)
o —C
0z? h

Using the same method, we can get the other rows of %, matrices 7, and 7. by changing Cy, Cy,
Cp, in (112). Therefore 7 is differentiable. Similarly, we can compute the higher order derivatives
of 7 and prove that 7 € C°°, thus prove F' € C*({), where g defined in Section 3.2.3 is the
canonical triangle. Therefore, as defined in (104), f € C*°(y).

4 Poisson Boltzmann Electrostatics

Models of molecular potential energy are often used in biology to understand the structure-function
relationships of proteins. Computation of molecular binding affinities and molecular dynamics [32,
75] involves repeated evaluation of molecular energy or forces as dynamic molecular configurations
are simulated and analyzed. Electrostatic interactions of a molecule with an ionic solution are
captured in the polarization term of the total potential energy. Since treating each solvent molecule
discretely is extremely computationally expensive for a realistic number of molecules, a common
and experimentally useful model for this polarization interaction is the Poisson-Boltzmann equation
which treats the solvent as a continuous medium [34, 39].

Finite difference, finite element, and boundary element methods have all been used to solve the
linearized Poisson-Boltzmann equation numerically [71]. Discretizing space with a regular lattice,
the earliest solvers were based on finite difference methods [40, 74, 90]. Later finite difference
approaches incorporated multigrid techniques [52, 55] and an alternate formulation [87] to improve
efficiency. However, discontinuous coefficients and Dirac point charges often limit the accuracy of
these methods.

Finite element methods eliminate some of these challenges by allowing the domain to be dis-
cretized with a more geometrically accurate mesh. Finite element methods have been developed and
analyzed for the linearized [8, 18, 26, 27] and nonlinear Poisson-Boltzmann equation [7, 8, 24, 53].
Both finite difference and finite element methods require a discretization of three-dimensional space.
If a uniform mesh of size h is used, then the number of degrees of freedom is O(h~3). Boundary ele-
ment methods provide an alternative in which all degrees of freedom lie on the molecular boundary
and (for a uniform mesh) only O(h~2) degrees of freedom are needed.

Zauhar and Morgan [106, 107, 108] formulated the linearized Poisson-Boltzmann equation as a
system of boundary integral equations (the nonderivative boundary integral equations, nBIE) and
solved this system numerically. The original system has been observed to exhibit poor conditioning
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for iterative linear solvers [67], but an alternative formulation (the derivative boundary integral
equations, dBIE) first stated by Juffer et al. [60] is well conditioned. Since the boundary element
method leads to a dense linear system, and these and other [114] early methods suffer from need
to compute this entire matrix.

Due to the special structure of the boundary element system, the fast multipole method [43]
can be used to efficiently approximate the necessary matrix-vector products without creating the
full matrix. This has been applied to several formulations of the molecular electrostatics problem:
nBIE [1, 64, 69], dBIE [17, 70], models involving only Poisson’s equation [13, 98] and a formulation
involving only single layer densities [15]. Nearly all of these codes utilize the solvent-exposed surface
produced by MSMS which is composed of spherical and toroidal patches but in some cases contains
sharp corners, and some codes approximate this surface with a flat triangulation [17]. This can
give hypersingular integrals which are challenging to discretize and a resulting solution error which
is dominated by the geometric approximation.

For the linearized Poisson-Boltzmann equation we have designed and implemented a bound-
ary element method and additionally studied its accuracy and efficiency on real protein struc-
tures. Our solver combines several key features which produce meaningful electrostatics calcula-
tions with modest surface mesh sizes. First, the dBIE formulation of the problem is used pro-
viding a well conditioned system for iterative methods in linear algebra. Second, by defining the
molecular domain using the C! algebraic spline molecular surface, solutions only reflect a second
order geometric error from the domain approximation and numerically problematic hypersingu-
lar integrals are avoided. Third, a general purpose fast multipole package, KIFMM3d, is used to
efficiently approximate dense matrix computations simplifying the algorithm by separating the
details of the fast multipole method from the rest of the scheme. Our freely available solver
(http://cvcueb.ices.utexas.edu/software) is tested on a suite of actual proteins important
in molecular docking. We show that our software outperforms several alternative approaches (the
nonderivative boundary integral formulation and linear or nondifferentiable surface geometry) and
demonstrate benefits compared to a finite difference solver. For practical examples, key parameters
including singular and non-singular quadrature orders, fast multipole approximation order, and
GMRES termination tolerance are tuned to greatly improve the method efficiency with minimal
impact on the solution error.

Motivation for comuting the molecular polarization energy is contained in Section 4.1. In
Section 4.2 the nonlinear and linearized Poisson-Boltzmann equations are stated and then the latter
equation is formulated as a pair of boundary integral equations. Our numerical scheme for solving
these equations is described in Section 4.3. Polarization energy is formulated as a post-processes to
the Poisson-Boltzmann solution in Section 4.4. Sections 4.5 and 4.6 contain implementation details
and computational experiments, respectively.

4.1 Motivation

We begin with a general outline of the molecular energetics problem including a description of the
specific role of the polarization energy.

Molecular Potential Energy The total free energy of the system G is given be G =U — TS
where U is the potential energy, T is the temperature of the system, and S is the solute entropy.
The potential energy of a molecule in solution is divided into two components: U = Eyv + Gsol,
where Eynyv is the molecular mechanical energy, and Gy is the solvation energy. A common model
for the molecular mechanical energy Eypy is given in [66].

For a molecule in solution, additional potential energy resulting from interaction of the solute
and solvent is called the solvation energy Ggo. The solvation energy is often modeled by three
terms:

Gsol = Gcav + Gvdw + Gpol’ (113)
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where Geay is the energy to form a cavity in the solvent, Gyqy is the van der Waals interaction
energy between solute and solvent atoms, and the polarization energy G,q is the electrostatic
energy due to solvation [32, 39, 51, 89, 92].

Polarization Energy The polarization energy of a molecule occupying region (2 is the change
in the electrostatic energy due to the induced polarization of the solvent,

Gt = 5 | dren(2)o) 7 (114

where p(z) is the charge density at position z and the reaction electrostatic potential ¢yxn(2z)
indicates the change in electrostatic potential caused by solvation, i.e., ¢rxn = Psol — Pgas Where ¢yl
and ¢gas are the potential of the molecular in solution and in a gas, respectively.

A number of applications involve the computation of polarization energy. For example, the
binding effect of a drug (molecule 1) and its target (molecule 2) is the difference between the
potential energy of the complex of the two molecules minus the sum of the potential energy of the
individual molecules:

AG'bind = Gcomplex - (Gmolecule1 + Gmoleculeg)-

Polarization energy is an important component of each of these energy calculations.

Different theoretical approaches for computing binding solvation energy can be divided into two
broad categories: explicit and implicit [32, 39, 77, 95]. Explicit solvent models adopt a atomistic
treatment of both solvent and solute. Explicit approaches sample the solute-solvent space by molec-
ular dynamics or Monte Carlo techniques which involve a large number of ions, water molecules,
and molecular atoms [95]. This requires considerable computational effort and explicit solutions
are often not practical especially for large domains [100].

Implicit solvent models treat the solvent as a featureless dielectric material and adopt a semi-
microscopic representation of the solute. The effects of the solvent are modeled in terms of dielectric
and ionic physical properties. The most widely used implicit model for molecular electrostatics is
the Poisson-Boltzmann equation: it possesses a solid theoretical justification and has been explain
a number of experimental observations [32, 34, 35, 86, 92, 100]. Since the solution to partial
differential equations still requires substantial computational effort, several other implicit models
have been developed to approximate results of the Poisson-Boltzmann model. The most common
of these models is the Generalized Born formula [95, 5] which has also been used to successfully
approximate polarization energy for some applications [2, 36].

4.2 The Poisson-Boltzmann Equation

A molecule is defined as a stable group of at least two atoms in a definite arrangement held together
by very strong chemical covalent bonds. For a molecule embedded in an ionic solution, the domain
(R3) is separated into open interior () and exterior regions (R3\ Q) divided by the molecular
surface I' = Q NR3 \ Q [65]; see Figure 11.

Two important coefficients, the dielectric coefficient €(z) and the ion strength I(z), are assumed
to be constant over Q and R3\ Q:

Q 0 Q
€(z) = o XET and I(z) =<4’ 2e
eg, XER?-Q, I, zeR3—Q.

The electrostatic potential in the interior and exterior of a molecule is governed by Poisson’s
equation,

V(e(2)V(2)) = p(2), (115)
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Figure 11: Molecular domain €2 for the boundary element formulation. I' denotes the surface of
molecular interior 2. Atomic centers zj are contained inside 2 while mobile ions in solution occur
outside 2. x and y are used to denote points on the molecular surface and the surface normal are
denoted 1i(x) and r(y). In the discrete system, x is typically used to identify a collocation point
while y usually represents a quadrature point.

where p(z) is a variable charge density. This charge density contains two components: charged
atoms belonging to the molecule itself and mobile ions as part of the solution. Atomic charges are
assumed to be Dirac distributions while mobile ions in solution are modeled with the Boltzmann
distribution,

p(z) := pe(z) + pp(z) = —4%2 Z—];(S(z —z;) + A\(2z) Z eczicie ccxi?(@) kT (116)
k=1 i

Since p(z) depends on ¢, (115) is the nonlinear Poisson-Bolzmann equation rather than merely
Poisson’s equation. Definitions of each of the parameters in (116) and a few other parameters
needed for the linearized version are given below.

e(z) dielectric coefficient at z

qr charge of the atom &

Z, location of charge ¢

Ne number of point charges

A(z) characteristic function of the set R\
éc charge of an electron

kp Boltzmann’s constant

T absolute temperature

I[=1%, ¢z} ionic strength

Ci, Zi concentration and charge of ith jonic species
R(z) = % modified Debye-Huckel parameter

Selecting a linear approximation to the nonlinear term p;, produces the linearized Poisson-
Boltzmann equation,

V(e(2)Ve(2)) = pe(z) + py (=), (117)

where pf(z) = #?(2z)¢(z) is the first term of the Taylor expansion of p,(z). In many cases the lin-
earized Poisson-Boltzmann equation provides a sufficiently accurate approximation of the nonlinear
Poisson-Boltzmann equation; see [35] and references therein.
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4.2.1 Boundary Integral Formulation

Potential theory [61, 93] provides the tools needed to derive a boundary integral formulation of the
linearized Poisson-Boltzmann equation. We begin by separating (117) into the interior and exterior
regions and explicitly stating interface conditions which must hold on molecular boundary I':

V (e1Vo(z)) = — zc: qx0(z — zg) z € Q, (118)
k=1

V (egVo(w)) = R2p(w) w e R3\ Q, (119)

D(2)|jex = (W) |ywex xeT, (120)

gfi(z) - %’j gz(w)’w:x x €T, (121)

Carefully applying Green’s second identity to the interior and exterior regions and taking limits
approaching I' yields the boundary integral equations,

1 IGo(x,y) 0o _ S

309+ [ |G o) ot gz |y =S Benxm a2)
LV 0G(%,y) oy € 09 _
o0+ [ |25 Yoy) - L6, ) 520 y =0 (123)

where Gy and G, denote the fundamental solutions of the Poisson-Boltzmann equations,

1 o—rlIx—yll
Go(%,y) = ————¢ and Gr(x,y) =

dm|x =yl dm|lx -yl

Recall Figure 11 for an example domain including normal vectors at labeled boundary points x
and y.

An alternative boundary element formulation of the linearized Poisson-Boltzmann equation was
proposed by Juffer et al. [60]. This system (dBIE) is produced by taking linear combinations of
the original boundary integral equations and their derivatives.

(1) ot + [ (2am 0GR )y 20

- [ (Goloxy) = Gutxo)) Ga Sy = 3~ Lot

1 €r') 99(x) 9°Go(x,y)  0°Gr(x.y)
2 <1 ’ GE) Oni(x) +/1" (aﬁ(x)aﬁ(y) aﬁ(x)aﬁ(y)>¢(3’)y (125)

_/ <8Go(x,y) €r 8G,i(x,y)) 00(y) <= qr 0Go(x,2)
r ) omi(

on(x) ep  On(x

n(y) — e on(x)

This combination of the derivatives of (122) and (123) has been selected so the kernel % —
2

%m in (125) is not hypersingular. For certain numerical schemes, this reformulation has been

observed to produce a better well-conditioned linear system and fast convergence of iterative linear

solvers when compared to the original boundary integral equations [67].

4.2.2 Discretization by the Collocation Method

The boundary integral equations (either dBIE or nBIE) are discretized by selecting a finite-
dimensional function space and a set of collocation points. Each unknown function is required
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to belong to the selected function space and the integral equations are required to hold exactly
at the collocation points. The most commonly selected pairs of function spaces and collocation
points are piecewise constant functions with triangle centroid collocation points and piecewise lin-
ear functions with mesh vertex collocation points. Let {15}, be a basis for the finite-dimensional
function space, ie., ¢(x) = > ¢ihi(x) and aﬁ( X) = Zi:l 0¢ibi(x), and let x; denote the
collocation points. Then the nBIE formulation becomes a linear system of equations,

1 & Go(xi,y)
B Z ¢ (xi) + . 0 . Z ¢j0;(y
j=1
- /F Golxi,y) Z 06515(y)y = Z ‘j—’;G(](xi, 20),
1 & 8G
B Z%’%(Xi) + . x y Z%%
j=1

€r o _
_/FGEGK(va)j;a(waJ(Y)y

A similar system can be derived for the dBIE system. Solving this dense linear system (for unknowns
¢; and O¢;) involves a number of complications and simplifications. We briefly outlines the general
issues here and in the next section describe our specific approaches as applied to realistic proteins.

The integrals in (126) and (127) must be discretized by some quadrature rules, but the singular
kernels prevent the use of a fixed quadrature rule over a triangulation (or similar discretization)
of the boundary. For a boundary subdivided into patches {Fb}gi 1, the integral is usually broken
into three parts: nonsingular, nearly singular and singular components. A different quadrature
rule is used for each type of boundary patch based on which component of the integral it belongs
to. The singular and non-singular integrals are usually performed only in a small neighborhood
of the singulatity x;. The remaining integrals are evaluated using a fixed nonsingular quadrature
rule and due to the rapid decay of the kernels, the simultaneous computation of these integrals
for each collocation point can be accelerated with the fast multipole method [43]. For example if
the first integral in (126) is discretized using a quadrature rule {(yq,ww)}gil then the resulting
summations,

i=1.ng, (126)

i =1.ng. (127)

" 8G0(wa .
Wq ngzajwj Vo), i = l.ng, (128)

q=1

can be accurately approximated via the fast multipole in O(max(ng, nq)) operations assuming that
the support of each basis function intersects a bounded number of boundary patches, i.e., the sum
in j in (128) involves a bounded number of terms.

Following the fast multipole calculation, each of the values is corrected to include accurate
singular and nearly singular quadrature rules for the appropriate boundary patches. Singular
integration is usually performed with by quadrature rules tailored to the position of the singularity
[29, 46, 58] while nearly singular integration usually involves (possibly adaptive) refinement of the
boundary patches [16, 46, 58, 88]. In some cases singular and nearly singular integration has been
studied with respect to certain specific surfaces associated with the linearized Poisson-Boltzmann
equation [10, 101].

4.3 BEM for Molecular Surfaces

We describe the details of our boundary element method: how the molecular surface is defined and
discretized, what basis functions are selected and how quadrature is performed.

38



(d) (e) ()

Figure 12: Molecular model of a protein (PDB id:1PPE, 436 atoms). (a) The van der Waals
surface of the protein which models the molecule as a union of balls. (b) The variational molecular
surface gives a smooth approximation of the van der Waals surface. (c) The variational surface is
then triangulated and then decimated to produce a smaller mesh. This decimated mesh contains
1,000 triangles. (d) The algebraic spline molecular surface (ASMS) fits a smooth surface over the
triangular mesh. (e) Electrostatic potential computed using the 1,000 patch ASMS. (f) Electrostatic
potential using an ASMS with 74,812 patches. The surfaces in (e) and (f) are colored by the
electrostatic potential, ranging from —3.8 kyT'/e. (red) to +3.8 kyT'/e. (blue).
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Figure 13: (a) A single prismatic scaffold region for the triangle with vertices vi, va, and vs and
associated surface normals 1, np, and fi3. The surface patch I'; interpolates these normals. (b)
The ASMS is smooth between two scaffold patches I'; and I's.

4.3.1 Construction of the Molecular Surface

To define the molecular surface I', we begin with an experimentally derived protein structure from
the RCSB Protein Data Bank (PDB) [11], a worldwide data repository containing thousands of
large bio-molecules. Each PDB structure contains of list of spacial locations for each of the atoms
in a molecule. The molecular model for electrostatic calculations is obtained from a PDB file
by assigning charge and radius parameters derived from a variety of force fields, e.g., AMBER
[77], CHARMM [19], etc. For example, the adaptive Poisson-Boltzmann solver, APBS, applies the
all-atom AMBER 99 force field [28].

From a configuration of atomic positions and radii a molecular surface can be defined. The
simplest surfaces, the van der Waals and solvent accessible surfaces, are merely the boundary of a
union of balls [65]; see Figure 12(a). Alternatively the solvent excluded surface [25, 83] is defined to
be the boundary of the region outside this union of balls which is accessible by a probe sphere. The
solvent excluded surface eliminates many, but not all, of the non-differentiable cusps which occur
in the union-of-balls surfaces. For a smooth surface, the level-set of a sum of Gaussian functions
associated with each atom is often considered; see [14, 41], for example.

We utilize the molecular surface constructed in; the surface is generated by constructing a
Gaussian density function for the atom based on atomic positions and radii, evolving this function
according to a variational formulation and then considering a level-set of this function; see Fig-
ure 12(b). For the resulting surface, a triangular mesh with surface normal vectors at the vertices is
constructed using a dual contouring method [110]. If the surface mesh generated contains too many
triangles, it is decimated following the approach in [4] and further mesh smoothing is performed as
necessary; see Figure 12(c).

4.3.2 Surface Parametrization

To provide a smooth surface which interpolates mesh vertices and prescribed surface normals, we
utilize the algebraic spline molecular surface (ASMS) [112]. This surface is constructed from alge-
braic patches or A-patches which are a kind of low degree algebraic surface with dual implicit and
rational parametric representations [3]. The result is a molecular surface depicted in Figure 12(d)
which can be parametrized in terms of the barycentric coordinates of the triangles allowing for easy
construction of basis functions as described in the next section. We give a brief overview of this
construction; complete details can be found in [112, 113].
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For some triangle element I'; with vertices vy, vo, and v3 and normals 1y, nip and i3, the
A-patch I'; is defined on this prism,

D(T;) :={y : y=b1vi(A) + bava(\) + b3vs()), —1 < X < 1},

where v;(\) = v; +Aii; and (by, by, bg) are the barycentric coordinates of the triangle; see Figure 13.
We define a function over the prism D(I';) in Benstein-Bezier spline form by

Fy(b1,ba,bg, A) = > bijr(N) By (b1, o, bs),
i+jt+k=d
where Bldjk(bl,bz,bg) = %,'k,bllb%b’g For d > 3 coefficients b;;,(\) can be selected so that Fy is
continuous between adjacegt patches and for each vertex Fy(v;) = 0 and VFy(v;) = 1;.
The molecular surface I'; is the zero level-set of Fy,

Ly ={y : y=0bvi(A) +b2va(\) + b3vs(A), Fu(b1,be,b3,A) = 0}. (129)

This can be viewed as a parametric representation in two parameters b1 and bs. The third barycen-
tric coordinate can be computed from the first two, b3 = 1 —b; — by and under some mild restrictions
on the mesh shape and vertex normals, Fy(b1, b, b3, \) = 0 can be solved for A in terms of by and
bs. In practice this nonlinear equation is solved numerically with Newton’s method.

4.3.3 Selection of Basis Functions

We consider two different types of basis functions for the solution space and associated collocation
points: piecewise constant basis functions with triangle centroids as collocation points and piecewise
linear basis functions with mesh vertices as collocation points. In both cases these functions are
defined based on the barycentric coordinates of an underlying triangular mesh. Since the A-patches

can be parametrized by the barycentric coordinates, this construction can be directly applied to
the ASMS.

4.3.4 Quadrature

Let {(bq,wq)}gil be a (generic) quadrature rule for a reference triangle 7' where b, denote the
barycentric coordinates. Using a change of variables, this rule can be transferred to an arbitrary A-
patch using the parametrization (129). The resulting quadrature rule on I'; is {(y(b,), J(bq)wq)}gi1
where J(by) denotes the Jacobian of the parametrization.

Next we outline the quadrature rules for nonsingular, singular, and nearly singular integrals
to be computed. In each case, quadrature rules on a reference triangle can be transferred to the
curved molecular surface using the aforementioned change of variables.

Nounsingular Quadrature and the Fast Multipole Method Nonsingular quadrature is per-
formed using a fixed Gaussian quadrature rule. This gives a single quadrature rule for the entire
surface producing integrals of the form of (128). The source density w, Zyi 1 $5i(y,) must be
computed at each quadrature point y,. Since the basis functions are locally supported, the sum-
mation over j only involves a bounded number of terms for any particular quadrature point. Then
for all collocation points x; the summation in ¢ can be approximated by the fast multipole method
in O(ng - np) operations.
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(b)

Figure 14: Singular quadrature rules. (a) Quadrature rule for a triangle with a weak singularity at
a triangle vertex. (b) When singularity occurs in the triangle interior, the triangle is divided into
three subtriangles at the singularity and then the scheme depicted in (a) can be applied to each
subtriangle.

Singular Quadrature For smooth surfaces, the kernels in (122), (123), (124), and (125) are
all integrable. By performing a change of variables to polar coordinates around the singularity,
a smooth integrand is produced. For singularities occurring at a vertex of a triangle, a more
computationally useful change of variables is described clearly in [29]. This coordinate change
maps the a triangle into a square where a tensor-product Gaussian quadrature rule can be applied;
see Figure 14.

When a triangle centroid is selected to be a collocation point, the integrand singularity occurs
in the interior of the triangle. Suitable quadrature rules are formed by subdividing the triangle
into three new triangles with the singularity as a new vertex; see Figure 14. Then the previous
quadrature rule (which was designed for triangles with singularities at a vertex) can be applied to
each of the three new triangles.

Nearly Singular Quadrature Nearly singular quadrature is performed by subdivision. On each
subdivided triangle a Gaussian quadrature rule is applied. Precise convergence analysis imposes
many restrictions on how this refinement should be performed and which integrals must be consid-
ered nearly singular; for examples, see [58, 104]. In Section 4.6 we demonstrate that nearly singular
quadrature has limited importance for molecular structures and thus have avoided implementing a
more complex (and computationally demanding) quadrature procedure.

4.4 Polarization Energy Computation

After solving for the electrostatic potential ¢ and its normal derivative % the total polarization
energy can be computed. Combining the expressions for the polarization energy (114) and the
charge density (116) gives

C:pol = / ¢rxn(z) Z qké(z - Zk)dz = 1 Z ¢rxn(zk)Qk (130)
@ k=1 23

where ¢ryn(X) = @(X) — Pgas(x) is the difference between the potential induced by the molecule in
solution and the molecule in a gas.

Using Green’s second identity as in the derivation of the boundary integral equations, formulas
for the potential both inside and outside the molecule can be obtained; see [60] for complete details.
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For a point z € R3\ T,

€(z ep 0G(z,y

Do) = [ (L5 - )<z>

€r T €r 8n(y)
+ [ (Golay) ~ Gty Gy + Z (2,78).
r n(y -
The potential of the molecule in a gas is the solution to Poisson’s equation (115) with constant

dielectric €(z) := €7, and no charge density due to mobile ions p(z) = p.(z). As the right hand

side contains only a sum of Dirac functions, ¢g,s is the sum of fundamental solutions to Poisson’s
equation,

(131)

e

Duas() = 3 - Go(, ). (132)

k=1
Subtracting (132) from (136) yields

B eiaGn(z,y) B 0Gy(z,y) . B . 0o(y)
() = [ (0GB OO o134 (Golay) — Ginlo) Gy

for all z € 2. The fast multipole method is then used to efficiently evaluate ¢, at each atomic
position zj for the energy computation (130).

4.5 Implementation Details

Here we outline the steps in our software pipeline followed by a description of the key parameters
to the algorithm.

4.5.1 Data Pipeline and Software Architecture

Given a molecular structure, a force field, and the concentrations of ions in solution, our code
computes polarization energy in the following steps.

1. Molecular Structure Preparation Molecular structures contained in the Protein Data
Bank [11] contain the types and positions of most of the atoms in a molecule. The software
package PDB2PQR [28] places missing hydrogen atoms in the original structure and assigns partial
charges and atomic radii based on the force field selected.

2. Molecular Surface and Triangular Surface Mesh Construction Based on the positions
and radii of the atoms, a molecular surface is constructed through a level-set formulation with
software. The level-set surface is approximated as a quality triangular mesh with surface normal
directions specified at the vertices using a dual contouring method [110]. If necessary, this triangular
mesh is decimated, and a geometric flow algorithm is applied to improve mesh quality [4].

3. Surface Parametrization The molecular surface is locally parametrized using the algebraic
spline construction described in Section 4.3.2. Quadrature points are computed for each type of
integral listed in Section 4.3.4.
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4. Numerical Solution The linear system ( equations (126) and (127) or the equivalent system
for the dBIE formulation) is solved using the GMRES routine provided by PETSc (Portable, Ex-
tensible Toolkit for Scientific Computation) [9]. Matrix-vector products are implemented manually
using PETSc’s shell matrix construction. Inside each matrix-vector product, KIFMM3d (Kernel-
Independent Fast Multipole 3d Method) [103] is used to efficiently perform summations for a fixed
quadrature rule and then singular and near field quadrature rules are used to provide a local
correction to the least accurate portions of the integrals.

5. Energy Computation The polarization energy is computed using the formulation in Sec-
tion 4.4. Numerical integration is again performed using KIFMM3d with local quadrature corrections
to singular or nearly singular integrals.

6. User Interface and Visualization The molecular visualization and computation package
TexMol provides a graphical interface for the algorithm parameters as well as immediate visualiza-
tion of the results.

4.5.2 Algorithm Parameters

When running the algorithm, a particular formulation must be selected and a number of parameters
must be set. One boundary integral formulation (nBIE or dBIE) must be selected and either
piecewise constant or piecewise linear basis functions can be used. Additionally, the following
parameters must be selected.

Ng Number of points in triangular Gaussian quadrature rule

Ny Number of points in triangular singular quadrature rule

Nps Number of subdivisions for the nearly singular quadrature rule
Dyg Depth of triangles for the nearly singular quadrature rule

€tol Tolerance for terminating PETSc GMRES routine
Ntmm  KIFMM3d accuracy parameter
The parameter Npym is the number of points used by KIFMM3d to represent equivalent densities
3

and effects the accuracy of the fast multipole evaluations. KIFMM3d runs in O(NZ. ) time.

fmm)

4.6 Experimental Results

Two types of experiments are considered: a simple example with a known solution and realistic
protein complexes from the ZDOCK benchmark [73]. Results are compared to solutions of the lin-
earized Poisson-Boltzmann equations produced by the multigrid finite difference method provided
in APBS version 1.2.1 [8, 55].

4.6.1 Single Ion Model

We begin by studying the simplest molecule: a single atom with radius r and charge ¢g. In this case
an explicit solution to the linearized Poisson-Boltzmann equation is known [62]:

L L [; _ L} x €,
O7(x) = § TR et 0 (133)

ep(14+kr)|x| X ¢ :

The resulting polarization energy is
2
N q 1 1

_ R 134
pol = gy |:€E(1+I€) 6[:| (134)
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Table 4: Comparison of solution error under several quadrature procedures on the single ion ex-
ample. Each quadrature scheme is listed as Ng/Ng/Dxyg. In all cases Npg = 6 and €y = 1077,
Mesh Quadrature Scheme

h Vertices | 3/9/3  3/9/0  3/4/0  1/9/0  1/4/0
4.9e-1 42 5.88e-2 5.91e-2 6.05e-2 6.15e-2  6.29e-2
2.5e-1 82 1.93e-2  1.94e-2 1.98e-2 2.13e-2 2.18e-2
1.2e-1 162 5.36e-3 5.38¢-3 5.55e-3 6.47e-3 6.64e-3
6.2e-2 322 1.41e-3 1.41e-3 1.49e-3 1.98e-3 2.06e-3
3.1e-2 642 3.62e-4 3.65e-4 4.06e-4 6.50e-4 6.90e-4
1.6e-2 1282 9.54e-5 9.70e-5 1.17e-4 2.38e-4 2.58e-4

Table 5: Comparison of the nBIE and dBIE formulations for the single ion model.
€tol 1077 10°8

nBIE dBIE nBIE dBIE

h Error It. Error It.| Error It. Error It.

4.9e-1 | 1.63e-1 5 59le-2 6 | 1.63e-1 10 5.91le-2 8
2.5e-1 | 447e-2 11 1.93e-2 9 |447e-2 26 1.93e-2 15
1.2e-1 | 1.15e-2 6 5.38¢-3 6 | 1.15e-2 28 5.38e-3 13
6.2e-2 | 2.95e-3 4 14le-3 6 | 2.95e-3 34 1.4le-3 13
3.1e-2 | 7.49e-4 3 3.65e-4 6 | 7.58e-4 43 3.65e-4 12

This example is used to test the various parameter settings for PB-CFMM. Relative error between
the exact solution ¢* and the numerical solution ¢ is measured in the L?-norm,

L, (@) - o) + (258 - 20)°y
LW+ (252) y

Error =

(135)

While derivatives of ¢ suggest that this expression is more closely related to the H'-norm, ¢ and
% are independent unknowns in the boundary integral formulation. So (135) is the L?norm of

the unknown vector ((;5, %).

We begin by selecting acceptable quadrature rules. Table 4 contains a comparison of the solu-
tion error under different quadrature configurations. The simplified nature of our nearly singular
quadrature scheme means that eventually (i.e., when the size of the triangles in the surface mesh
becomes small enough) the quadratic convergence rate of the method will be lost. The table
demonstrates that if the nonsingular and singular quadrature rules are of high enough order, nearly
singular quadrature can be avoided. In practice we see that the three-point Gaussian quadrature
rule for nonsingular integrals and the nine-point (i.e., three by three) rule for singular integrals are
sufficient to preserve the convergence rate in the typical ranges that we consider. Higher degree
integration rules do not reduce the solution error for the mesh sizes listed.

Table 5 contains a comparison of nonderivative ((122) and (123)) and derivative ((124) and
((125)) boundary integral formulations. In [67] it is reported that matrices corresponding to the
derivative boundary integral equations are better conditioned for iterative solvers. We observe this
when performing the computation for small €. However for modest €, values we find that both
formulations terminate in many fewer iterations without an impact on the solution error. Since
the dBIE formulation requires four times as many fast multipole calls as the nBIE formulation
(and thus typically four times the runtime), it can be desirable to use the nBIE formulation in
certain situations. This likely explains how the nBIE formulation has been used successfully by
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Table 6: Comparing the performance of the algebraic spline molecular surface (ASMS) to a linear
approximation of the domain. The exact energy value is -81.450 kcal/mol.
A-Spline Linear

h L? Error Energy It. | L? Error Energy It.
4.9e-1 | 5.90e-2  -75.56 5.8le-1  -137.67 4
2.5e-1 | 1.94-2 -80.08 3.60e-1  -100.73 9
1.2e-1 | 5.38¢-3  -81.61 1.92e-1  -89.37 10
6.2e-2 | 1.4le-3  -81.43 9.80e-2  -85.01 9
3.1e-2 3.65-4 -81.44 1.65e-3 -83.14 9

= oy Oy © O

Table 7: Comparison of APBS and PB-CFMM for the single ion example. The exact polarization
energy is -81.450 kcal/mol with the interior and exterior dielectric constants 2 and 80.

solver # degrees Gpol memory time
name h of freedom  (kcal/mol) (mb)  (seconds)
4.0e-1 173 -87.663 1.4 0.56
2.0e-1 333 -84.476 8.2 1.18
APBS | 1.0e-1 65° -82.178 59 8.83
5.0e-2 1293 -81.831 448 57.73
2.5e-2 2573 -81.594 3510 426.30
2.5e-1 82 -80.077 38 5.90
1.2e-1 162 -81.358 68 13.60
PB-CFMM | 6.2¢-2 322 -81.428 125 46.56
3.1e-2 642 -81.444 275 203.60
1.6e-2 1282 -81.449 995 830.09

some research groups; e.g. [1].

Table 6 contains a comparison of a curved A-spline molecular surface and a linear approximation
of the geometry. Polarization energy converges at the expected quadratic rate for the curved
geometry and at a linear rate for the linear geometry. Even for very coarse meshes (i.e., before
the faster convergence rate has taken effect) the curved geometry performs much better. This is
likely due to the hypersingular integrals associated with corners of the polygonal domain. Since
the A-spline molecular surface is differentiable, it produces no hypersingular integrals and thus no
associated numerical problems.

Table 7 contains a comparison of our solver with APBS for the single ion example. While the
computational time for each method is linear in the number of degrees of freedom, the number
of degrees of freedom grows at O(h~3) for the finite difference solver compared to O(h~2) for the
boundary element solver. The finite difference solver is much more efficient per degree of freedom:
this is expected because the linearity of the fast multipole method involves a larger constant then
the local finite difference computations. The boundary element method gives a more accurate result
when compared to finite difference grids with the same length scale.

4.6.2 Protein Binding Examples

We focus our experiments on a set of 212 ligand-receptor protein complexes from the ZDOCK bench-
mark [73]. Based on our experiments on the single ion model, we choose a conservative parameter
set for PB-CFMM: Ny = 3, Ny = 9, Dys = 0, €401 = 1075, and Npym = 6. These parameter settings
were seen to preserve the expected convergence rates for the single ion model at small length scales.
Atomic charge and radius information is generated using the AMBER 99 force field.

Table 8 contains a summary of the results of running PB-CFMM and APBS on the set of test
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Table 8: Comparison of PB-CFMM and APBS on 212 molecules from the ZDOCK Benchmark. Error in
the energy value is computed with respect to the finest mesh using the same solver and reported
as a percentage.

solver PB-CFMM APBS
# of DOF 2000 8000 32000 | 65 1293 2573

median energy error % | 2.72 0.44 - 59.36 3.94 -

max energy error % 32.68  3.58 - 44.06 74 -
median # of iterations 19 22 24 - - -

max # of iterations 78 53 46 - - -
median compute time | 37.14 173.45 801.94 | 13.84 80.29 524.64
median time per iter 1.92 8.12 32.08 - - -
median memory usage 65 150 469 126 535 3577

molecules. The runtime of both solvers is observed to be linear in the number of degrees of freedom
as expected. Error in the energy values is computed with respect to the energy computed at the
finest level. We see that PB-CFMM-computed energy values are more consistent than those computed
with APBS.

Note that the median difference between the finest scale PB-CFMM and APBS results is 3.15%. This
appears to be much higher than the error in the PB-CFMM computations. Some of this discrepancy
is due to the differences in the molecular surfaces used by the two solvers since the surfaces given
to PB-CFMM involve some pre-processing; recall Section 4.3.1. Figure 15 contains plots of the energy
values computed under the different solvers and mesh sizes.

For a more detailed look at the results, we consider the per-atom energy values (i.e. individual
terms in the summation (130)) for a particular molecule, nuclear transport factor 2 (PDB id: 1A2K).
Figure 16 contains plots of the per-atom energy values for different mesh resolutions. The per-atom
energies are consistent, especially between the highest resolution meshes. The median error over
all atoms is 0.03 kcal/mol while the maximum error is 3.29 kcal/mol. Of the 3,179 atoms, 46 have
errors larger than 1 kcal/mol, and only two atoms have error larger than 2 kcal/mol. Figure 17
contains comparisons of per-atom energies resulting from the APBS solver.

Figure 18 demonstrates an electric potential computation for a typical protein complex. Fig-
ures 18(a-c) depict electric potential a molecule using different resolution surfaces meshes. These
results can be compared to those produces by APBS shown in Figure 18(d). Figures 18(e-f) de-
pict the potential computed separately for the two components. Finally Figure 18(g) contains the
surface potential for the entire complex.

We demonstrate the need for the derivative boundary formulation and a curved approximation
of the geometry by comparison to simpler alternatives. For this task we considered a set of 20
proteins from the ZDOCK benchmark. The derivative boundary integral formulation requires fewer
iterations to terminate and for a fixed tolerance €, gives a more accurate solution. Specifically
we compared the dBIE and nBIE formulations for a very modest GMRES tolerance, €, = 1073,
The results are tabulated in Table 9. The dBIE formulation requires noticeably fewer GMRES
iterations, but the dBIE formulation requires more computation time because it requires 16 fast
multipole calls per iterations compared to only four required in the nBIE formulation. However, the
advantage is of the dBIE formulation is seen by looking at the error in the energy value computed
after termination: the dBIE energy values are very near the final value for a large €, while the
nBIE energy values contain substantial error.

The curved representation of the geometry yields a similar, yet more dramatic, impact on the
energy computation: the computation requires more GMRES iterations while yielding much poorer
energy values.

Table 10 contains results of our algorithm on the 20 protein test set when varying the fast
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Figure 15: Scatter plots of polarization energy values computed for 212 proteins using different

solvers and mesh sizes.
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Figure 16: Per-atom polarization energy values are compared for nuclear transport factor 2 (PDB
id: 1A2K). Polarization energy is computed using surface meshes with 2,000, 8,000, and 32,000
mesh vertices. The energy values for the high-resolution (32,000 vertex) mesh are given on the
horizontal axis.
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Figure 17: Per-atom polarization energy values are compared for nuclear transport factor 2 (PDB
id: 1A2K). Polarization energy is compared between PB-CFMM and APBS.

(b) 8,000 DOF (c) 32,000 DOF (d) aPBS, 257% DOF

{e) Nuclear transport factor 2. (f) GTPase Ran. (g) Full complex.

Figure 18: The electrostatic potential on molecular surface for the complex between nuclear trans-
port factor 2 and GTPase Ran (PDB id: 1A2K). In all cases, the potential is between —3.8 kyT'/e.
(red) and 43.8 kpT'/e. (blue). (a-c) Electric potential of the nuclear transport factor 2 molecule
using surface meshes containing 2,000, 8,000, and 32.000 triangles. (d) The surface potential com-
puted by APBS. (e-f) Electric potential of the two component molecules. (g) Electric potential of
the molecular complex.
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Table 9: Comparison of nBIE and dBIE formulations on 20 example proteins. Error is computed
with respect to the numerical solutions on the same mesh using a much lower GMRES tolerance
(1077). *Computation was halted after 100 GMRES iterations: each computation involving linear
geometry reached 100 iterations.

geometry A-Spline A-Spline Linear
formulation nBIE dBIE dBIE
median # iterations 40 17 *
max # iterations 47 26 *
median energy error 11.28 0.12 50.65
max energy error 17.55 0.46 61.92

Table 10: Results of polarization energy computation on 20 example proteins when varying Ngpm.
Error in the energy computation is reported as a percentage.

Niwm 2 4 6 8
median energy error | 0.77 4.21 x 1073 1.24 x 10~*
median compute time | 316 493 737 1151

multipole accuracy parameter Ngy,. Meaningful differences in the final energy computation are
only apparent for the lowest Npn, value and even then these differences are small. In practice,
we observe that polarization energy computations are not very sensitive to the fast multipole
accuracy, especially when compared to the effects of the problem formulation and the molecular
surface selection.

We have described a complete software pipeline for computing the electrostatic potential and
polarization energy of biomolecules based on atomic descriptions. Our software is based on general
purpose scientific computing codes PETSc and KIFMM3d, and performs favorably against a specialized
linearized Poisson-Boltzmann solver. Our experiments demonstrate the benefits of the dBIE for-
mulation of the Poisson-Boltzmann equation and a smooth representation of the molecular surface
when simulating actual proteins.

In a similar fashion to the polarization energy, interior and exterior electrostatic potential and
per-atom forces can also be computed as a post-process to the Poisson-Boltzmann solver. Integral
formulations of the interior and exterior electrostatic potential are given in [60] while a derivation
of the atomic forces can be found in [39]. Also worth consideration are more detailed models of
molecular electrostatics including an ion exclusion layer surrounding the molecule and regions of
differing dielectric constant. Altman et al. [1] formulate a system including these features with
respect to the nBIEs and a similar extension should apply to the dBIE system. Moreover, the
construction of the ASMS [113] should be useful in generating parallel surfaces required by the ion
exclusion layer by picking different level sets a single function over the prismatic scaffold region.

Both PETSc and KIFMM3d are designed for parallel computation [105] and can be applied to
our solution approach. However, for a number of problems the Poisson-Boltzmann equation must
be solved many times; for example, the molecular docking problem requires polarization energy
to be computed over many potential docked configurations. In such cases it is often more natu-
ral to find separate Poisson-Boltzmann solutions in parallel rather than parallelize the individual
computations.

4.7 Interior and exterior electrostatic potential

Using Green’s second identity as in the derivation of the boundary integral equations, formulas for
the potential both inside and outside the molecule can be obtained; see [60] for complete details.
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When multiple evaluations of the potential are required, the integrals in (136) are discretized and
evaluated using the techniques in Section 4.3.4. In cases where all evaluation points are sufficiently
far from the molecular surface, a fixed Gaussian quadrature rule and the fast multipole method are
sufficient; no correction for nearly singular integrals in needed.
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