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Abstract. We study the setting in which a user stores encrypted doc-
uments (e.g. e-mails) on an untrusted server. In order to retrieve doc-
uments satisfying a certain search criterion, the user gives the server
a capability that allows the server to identify exactly those documents.
Work in this area has largely focused on search criteria consisting of a
single keyword. If the user is actually interested in documents contain-
ing each of several keywords (conjunctive keyword search) the user must
either give the server capabilities for each of the keywords individually
and rely on an intersection calculation (by either the server or the user)
to determine the correct set of documents, or alternatively, the user may
store additional information on the server to facilitate such searches. Nei-
ther solution is desirable; the former enables the server to learn which
documents match each individual keyword of the conjunctive search and
the latter results in exponential storage if the user allows for searches on
every set of keywords.
We define a security model for conjunctive keyword search over encrypted
data and present the first schemes for conducting such searches securely.
We propose first a scheme for which the communication cost is linear
in the number of documents, but that cost can be incurred “offline” be-
fore the conjunctive query is asked. The security of this scheme relies
on the Decisional Diffie-Hellman (DDH) assumption. We propose a sec-
ond scheme whose communication cost is on the order of the number of
keyword fields and whose security relies on a new hardness assumption.

Keywords: Searching on encrypted data.

1 Introduction

The proliferation of small hand-held devices and wireless networking enables
mobile users to access their data at any time and from anywhere. For reasons

? Much of this work was completed while this author was an intern at PARC.



of cost and convenience, users often store their data not on their own machine,
but on remote servers that may also offer better connectivity. When the server is
untrusted, users ensure the confidentiality of their data by storing it encrypted.

Document encryption, however, makes it hard to retrieve data selectively
from the server. Consider, for example, a server that stores a collection of en-
crypted emails belonging to a user. The server is unable to determine the subset
of encrypted emails defined by a search criteria such as “urgent e-mail” or “e-mail
from Bob”.

The first practical solution to the problem of searching encrypted data by
keyword is given in [15]. Documents and keywords are encrypted in a way that
allows the server to determine which documents contain a certain keyword W
after receiving from the user a piece of information called a capability for keyword
W . The capability for W reveals only which documents contain keyword W and
no other information. Without a capability, the server learns nothing about
encrypted documents. Recent improvements and extensions to this scheme are
given in [3, 9, 17].

A limitation common to all these schemes is that they only allow the server
to identify the subset of documents that match a certain keyword, but do not
allow for boolean combinations of such queries. Yet boolean combinations of
queries appear essential to make effective use of a document repository, since
simple keyword search often yields far too coarse results. For example, rather
than retrieving all emails from “Bob”, a user might only want those emails from
Bob that are marked urgent and pertain to finance, in which case what is needed
is the ability to search on the conjunction of the keywords, “Bob”, “urgent” and
“finance”.

In this paper, we propose protocols that allow for conjunctive keyword queries
on encrypted data. Although such conjunctive searches certainly do not encom-
pass all possible search criteria, we believe that they are a crucial building block
as indicated by the reliance of today’s web search engines on conjunctive search
(see, for example [10]). To motivate the problem of conjunctive search further,
and illustrate the difficulties it raises, we briefly review two simple solutions and
explain why they are unsatisfactory:

– Set intersection. A first approach to the problem of conjunctive keyword
search is to build upon the simple keyword search techniques of [15]. Given a
conjunction of keywords, we may provide the server with a search capability
for every individual keyword in the conjunction. For every keyword, the
server finds the set of documents that match that keyword, then returns the
intersection of all those sets. This approach is flawed because it allows the
server to learn a lot of extra information in addition to the results of the
conjunctive query. Indeed, the server can observe which documents contain
each individual keyword. Over time, the server may combine this information
with knowledge of statistically likely searches to infer information about the
user’s documents.

– Meta-keywords. Another approach is to define a meta-keyword for ev-
ery possible conjunction of keywords. Like regular keywords, these meta-



keywords can be associated with documents. For example, a document that
contains the keywords “Bob”, “urgent” and “finance” may be augmented
with the meta-keyword “Bob: urgent: finance”. With the techniques of [15],
meta-keywords allow for conjunctive keyword search. The obvious drawback
of this approach is that a document that contains m keywords requires an
additional 2m meta-keywords to allow for all possible conjunctive queries.
This leads to an exponential (in m) blow-up in the amount of data that must
be stored on the server.

These two failed approaches illustrate the twin requirements of conjunctive
search protocols: security and efficiency. The first contribution of this paper is to
formalize these goals. Specifically, we define a formal security model for conjunc-
tive keyword search on encrypted data. This security model states, essentially,
that the server should learn nothing other than the result of the conjunctive
query. In particular, the server should not be able to generate new capabilities
from existing capabilities, other than logical extensions, such as using a capabil-
ity for W1 and a capability for W2 to generate a capability for W1 ∧W2. Recall
that security is only considered in the context of single keyword search in [3, 15,
9], and so our definitions present a significant extension to prior security models.

We present two schemes that provably meet our definition of security. Both
of our schemes come with a moderate storage cost. Our first scheme incurs a
communication cost per query that is linear in the number of documents stored.
However, the linear portion of this cost may be pre-transmitted and a constant
size cost can then be paid when the user decides which query is of interest.
Our second scheme works in groups for which there exists an admissible bilinear
map [13, 2] and relies on a new hardness assumption for its security. This scheme
has the desirable attribute of requiring only constant communication with no
need for pre-transmissions.

Overview. This paper is organized as follows. In Section 1.1 we discuss related
work. Section 2 covers our notation, security definitions and hardness assump-
tions. We present a scheme for conjunctive search with amortized linear cost in
Section 3 and a scheme with constant cost in Section 4. We conclude in Section 5.

1.1 Related Work

In [15], Song, Wagner and Perrig study a model of secure search over encrypted
data that is similar to ours in that they consider a bandwidth constrained user
who stores documents on an untrusted server. When the user needs all docu-
ments containing a certain keyword he provides the server with a small piece
of information (called a capability) that enables the server to identify the de-
sired (encrypted) documents. They propose an efficient, secret key method for
enabling single keyword search that is provably secure. However, they do not
provide a method for secure conjunctive search and it is hard to see how their
techniques might be extended to accomplish this because their capabilities are
deterministic and thus can potentially be combined to generate new capabilities.



In our schemes we use modular exponentiation (hence, we incur more compu-
tational cost than [15]) and randomization of the capabilities to ensure that a
capability to search for documents containing both keyword W1 and keyword
W2 is incompatible with a capability for W1, and thus can’t be used to generate
a capability for W2.

The use of search over encrypted data in file-sharing networks is investigated
in [4], where a secret key system enabling sharing of, and searching for, encrypted
data is described.

In [9], Goh presents an efficient scheme for keyword search over encrypted
data using Bloom filters. Determining whether a document contains a keyword
can be done securely in constant time, however, the scheme does not support
secure conjunctive search.

The first public key schemes for keyword search over encrypted data are
presented in [3]. The authors consider a setting in which the sender of an email
encrypts keywords under the public key of the recipient in such a way that
the recipient is able to give capabilities for any particular keyword to their mail
gateway for routing purposes. Conjunctive keyword search is not supported in [3].
An efficient implementation of a public key scheme for keyword search tailored
for documents that are the audit trails of users querying a database is in [17].

The related notion of negotiated privacy is introduced in [12]. A negotiated
privacy scheme differs from the problem of encrypted search as studied here and
in [15, 3, 9] in that the goal is to provide data collectors with the guaranteed
ability to conduct specific searches.

Finally, we note that there are existing techniques for searching over en-
crypted data with increased security but with far less efficiency than our schemes
and those described above. For example, private information retrieval (PIR)
schemes (see, for example [6, 7, 5]) can potentially be used to solve this problem.
A PIR scheme allows a user to retrieve information from a database server pri-
vately, that is without the server learning what information was retrieved. Hence,
with a PIR scheme a user can search the documents stored on the database, and
thus recover the documents of interest on their own. However, PIR schemes are
designed in order to achieve higher security than we require (in a computational
sense, the server in a PIR scheme has no information about what documents
are retrieved) and thus come with far higher communication cost. Similarly, the
notion of an oblivious RAM [11] can be leveraged to achieve heightened security,
but with a significant efficiency cost. By accepting a weaker security guaran-
tee that seems quite reasonable for our applications we are able to achieve a
moderate communication cost.

2 Model

We consider a user that stores encrypted documents on an untrusted server. Let
n be the total number of documents. We assume there are m keyword fields
associated with each document. If documents were emails for example, we might



define the following 4 keyword fields: “From”, “To”, “Date” and “Subject”. For
simplicity, we make the following assumptions:

– We assume that the same keyword never appears in two different keyword
fields. The easiest way to satisfy this requirement is to prepend keywords
with the name of the field they belong to. Thus for example, the keyword
“From:Bob” belongs to the “From” field and can not be confused with the
keyword “To:Bob” that belongs to the “To” field.

– We assume that every keyword field is defined for every document. This
requirement is easily satisfied. In our email example, we may assign the key-
word “Subject:NULL” in the “Subject” field to emails that have no subject.

From here onwards, we identify documents with the vector of m keywords
that characterize them. For i = 1, . . . , n, we denote the ith document by Di =
(Wi,1, . . . , Wi,m), where Wi,j is the keyword of document Di in the jth keyword
field. The body of the ith document can be encrypted with a standard symmetric
key cipher and stored on the server next to the vector of keywords Di. For ease
of presentation we ignore the body of the document and concern ourselves only
with the encryption of the keyword vector, Di.

When discussing a capability that enables the server to verify that a docu-
ment contains a specific keyword in field j, we denote the keyword by Wj . A
scheme for conjunctive keyword search consists of five algorithms, the first four
of which are randomized:

– A parameter generation algorithm Param(1k) that takes as input a security
parameter k and outputs public system parameters ρ.

– A key generation algorithm KeyGen(ρ) that outputs a set K of secret keys
for the user.

– An encryption algorithm Enc(ρ,K, Di) that takes as input ρ,K and a doc-
ument Di = (Wi,1, . . . , Wi,m) and outputs an encryption of the vector of
keywords.

– An algorithm to generate capabilities GenCap(ρ,K, j1, . . . , j`,Wj1 , . . . , Wj`
)

that takes as input ρ, K as well as 1 ≤ ` ≤ m keyword field indices j1, . . . , j`

and ` keyword values Wj1 , . . . , Wjl
and outputs a value Cap, the capability

to search for keywords Wj1 , . . . , Wj`
. We call the portion of the capability

that consists of the fields being searched over, {j1, . . . , j`}, the support of
the capability and denote it Sup(Cap).

– A verification algorithm: Ver(ρ,Cap, Enc(ρ,K, Di)) that takes as input ρ,
a capability Cap = GenCap(ρ,K, j1, . . . , j`,Wj1 , . . . ,Wj`

) and an encrypted
document Enc(ρ,K,Di) where Di = (Wi,1, . . . , Wi,m) and returns true if the
expression ((Wi,j1 = Wj1) ∧ (Wi,j2 = Wj2) ∧ . . . ∧ (Wi,j`

= Wj`
)) holds and

false otherwise.

Finally, throughout this paper we use the term negligible function to refer to
a function η : N → R such that for any c ∈ N, there exists nc ∈ N, such that
η(n) < 1/nc for all n ≥ nc.



2.1 Security definitions

A capability Cap enables the server to divide documents into two groups: those
that satisfy the capability, and those that do not. Intuitively, a conjunctive key-
word search scheme is secure if the server learns no other information from a
set of encrypted documents and capabilities. In this section, we formalize this
notion of security. To facilitate the security definitions we define a randomized
document Rand(D, T ), for any set of indices T ⊆ {1, . . . , m} and document
D = (W1, . . . , Wm). Rand(D, T ) is formed from D by replacing the keywords of
D that are indexed by T (i.e., the set {Wi|i ∈ T}) by random values. Now we
define distinguishing capabilities:

Definition 1. A capability Cap is distinguishing for documents Di and Dj if

Ver(ρ, Cap, Enc(ρ,K, Di)) 6= Ver(ρ,Cap,Enc(ρ,K, Dj))

Given a set of indices, T ⊆ {1, . . . , m}, a capability Cap distinguishes a document
D from Rand(D, T ) if

Ver(ρ,Cap,Enc(ρ,K, D)) = true and T ∩ Sup(Cap) 6= ∅
Note that with high probability the capabilities defined in part 2 of Def-

inition 1 are distinguishing for D and Rand(D, T ) as defined in part 1 of the
definition. We provide the second part of the definition largely to introduce some
convenient terminology.

We define security for a conjunctive keyword search scheme in terms of a
game between a polynomially bounded adversary A (the server) and a chal-
lenger (the user). The goal of A is to distinguish between the encryptions of
two documents, D0 and D1 chosen by A. Observe that A succeeds trivially if it
is given a distinguishing capability for D0 and D1. We say that the scheme is
secure if A cannot distinguish D0 and D1 with non-negligible advantage without
the help of a distinguishing capability for D0 and D1. Formally:

Security Game ICC (indistinguishability of ciphertext from cipher-
text)

1. The adversary, A, adaptively requests the encryption, Enc(ρ,K, D), of doc-
uments, D, and search capabilities, Cap.

2. A picks two documents, D0, D1 such that none of the capabilities Cap given
in step 1 is distinguishing for D0 and D1. The challenger then chooses b
randomly from {0, 1} and gives A an encryption of Db.

3. A may again ask for encrypted documents and capabilities, with the restric-
tion that A may not ask for a capability that is distinguishing for D0 and
D1. The total number of all ciphertext and capability requests is polynomial
in k.

4. A outputs bA ∈ {0, 1} and is successful if bA = b. We define the adversary’s
advantage as: AdvA(1k) = |Pr[bA = b] − 1/2|, and the adversary is said to
have an ε-advantage if AdvA(1k) > ε.



Definition 2. We say a conjunctive search scheme is secure according to the
game ICC if for any polynomial time adversary A, AdvA(1k) is a negligible
function of the security parameter k.

We next define two variants of this security game that will simplify our
proofs. In the first variant, the adversary chooses only one document D0 as
well as a subset T of the keywords of D0. The challenger creates a document
D1 = Rand(D0, T ). The goal of A is to distinguish between an encryption of D0

and an encryption of D1. As before, to make the game non-trivial, we need to
place restrictions on the capabilities that A is allowed to ask for. Specifically, A
may not ask for a capability that is distinguishing for D0 and D1.

Security Game ICR (indistinguishability of ciphertexts from random)

1. A may request the encryption Enc(ρ, K, D) of any documents D, and any
search capabilities Cap.

2. A chooses a document D0 and a subset T ⊆ {1, . . . , m} such that none of the
capabilities Cap given in step 1 distinguishes D0 from D1 = Rand(D0, T ).
The challenger then chooses a random bit b and gives Enc(ρ,K, Db) to A.

3. A again asks for encrypted documents and capabilities, with the restriction
that A may not ask for a capability that distinguishes D0 from D1. The
total number of ciphertext and capability requests is polynomial in k.

4. A outputs bA ∈ {0, 1} and is successful if bA = b. As in game ICC, we define
the adversary’s advantage as AdvA(1k) = |Pr[bA = b]− 1/2|.

Proposition 1. If there is an adversary A that wins Game ICC with advantage
ε, then there exists an adversary A′ that wins Game ICR with advantage ε/2.

Proof. The proof of this proposition is standard and is left to the extended ver-
sion of this paper.

Our final security game is quite similar to ICR except that we now consider an
adversary who is able to distinguish between Rand(D,T ) and Rand(D, T −{t}),
for some document D and set of indices T , t ∈ T . Again, this game enables
simpler security proofs.

Security Game ICLR (indistinguishability of ciphertexts from limited
random)

1. A may request the encryption Enc(ρ,K, D) of any documents D and any
search capabilities Cap.

2. A chooses a document D, a subset T ⊆ {1, . . . , m} and a value t ∈ T
such that none of the capabilities Cap given in step 1 are distinguishing for
Rand(D, T ) and Rand(D, T−{t}). The challenger then chooses a random bit
b. If b = 0, the adversary is given Enc(ρ, K,D0), where D0 = Rand(D, T −
{t}). If b = 1, the adversary is given Enc(ρ,K, D1), where D1 = Rand(D,T ).



3. A again asks for encrypted documents and capabilities, with the restriction
that A may not ask for a capability that is distinguishing for D0 and D1.
The total number of ciphertext and capability requests is polynomial in k.

4. A outputs bA ∈ {0, 1} and is successful if bA = b. As in game ICC, we define
the adversary’s advantage as AdvA(1k) = |Pr[bA = b]− 1/2|.

Proposition 2. If there is an adversary A that wins Game ICR with advantage
ε, then there exists an adversary A′ that wins Game ICLR with advantage ε/m2.

Proof. The proof of this proposition is standard and is left to the extended
version of this paper.

2.2 Hardness Assumptions

The proofs of security of our conjunctive search schemes are based on two well-
known hardness assumptions, Decisional Diffie-Hellman (DDH) and Bilinear De-
cisional Diffie-Hellman (BDDH). We briefly describe each of them here, referring
the reader to [1] for additional information on DDH and to [2, 13] for additional
information on BDDH.

Decisional Diffie-Hellman. Let G be a group of prime order q and g a gen-
erator of G. The DDH problem is to distinguish between triplets of the form
(ga, gb, gab) and (ga, gb, gc), where a, b, c are random elements of {1, . . . , q − 1}.
We say a polynomial time adversary A has advantage ε in solving DDH if
|Pr[A(ga, gb, gab) = true]− Pr[A(ga, gb, gc) = true]| > ε.

Bilinear Decisional Diffie-Hellman3 Let G1 and G2 be groups of prime
order q, with an admissible bilinear map (see [2]) ê : G1 × G1 → G2, and let
g be a generator of G1. The BDDH problem is to distinguish 4-tuples of the
form (ga, gb, gc, gabc) and (ga, gb, gc, gd), where a, b, c, d are random elements of
{1, . . . , q−1}. We say a polynomial time adversary A has advantage ε in solving
BDDH if |Pr[A(ga, gb, gc, gabc) = true]− Pr[A(ga, gb, gc, gd) = true]| > ε.

3 A Conjunctive Search Scheme with Constant Online
Communication Cost

In the following protocol, the size of the capabilities for conjunctive queries is
linear in the total number of documents stored on the server, but the majority
of the communication cost between the user and the server can be done offline.
More precisely, each capability consists of 2 parts:

– A “proto-capability” part, that consists of an amount of data that is
linear in n, the total number of encrypted documents stored on the server.

3 BDDH has appeared in two forms, one in which the last element of the challenge
4-tuple is in the range of bilinear map and a stronger version that we present here
and which is used in [16].



This data is independent of the conjunctive query that the capability allows,
and may therefore be transmitted offline, possibly long before the user even
knows the actual query that the proto-capability will be used for.

– A “query” part: a constant amount of data that depends on the conjunc-
tive query that the capability allows. This data must be sent online at the
time the query is made. Note that we call this amount of data constant be-
cause it does not depend on the number of documents stored on the server,
but only on the number, m, of keyword fields per documents.

The following scenario illustrates how this search protocol might work in
practice. An untrusted server with high storage capacity and reliable network
connectivity stores encrypted documents on behalf of a user. Whenever the user
has access to a machine with a high bandwidth connection (say a home PC), they
precompute a lot of proto-capabilities and send them to the server. The server
stores these proto-capabilities alongside the encrypted documents until they are
used (proto-capabilities are discarded after being used once). If the user has only
access to a low-bandwidth connection (a hand-held device for example) at the
time they want to query their document repository, the user only need send the
constant-size query part of the capability. The server combines that second part
with one proto-capability received earlier to reconstitute a full capability that
allows it to reply to the user’s query. In this manner the high cost portion of the
communication complexity can be pre-transmitted by the higher performance
desktop and only a small burden is placed on the hand-held device.

Note that this scenario assumes the user does not store their documents di-
rectly on their own machine but on an untrusted server. We justify this assump-
tion with the observation that the untrusted server likely offers more reliable
and more available network connectivity than a machine belonging to the user.

System parameters and key generation. The function Param(1k) returns
parameters ρ = (G, g, f(·, ·), h(·)), where G is a group of order q in which DDH
is hard, g is a generator of G, f : {0, 1}k × {0, 1}∗ → Zq is a keyed function and
h is a hash function. We use h as a random oracle. The security parameter k
is used implicitly in the choice of the group G and the functions f and h. The
key generation algorithm KeyGen returns a secret key K ∈ {0, 1}k for the func-
tion f , and we denote f(K, ·) by fK(·). The family {fK(·)}K is a pseudorandom
function family.

Encryption algorithm. We show how to compute Enc(ρ,K, Di) where Di =
(Wi,1, . . . , Wi,m). Let Vi,j = fK(Wi,j) for j = 1, . . . , m. Let ai be a value chosen
uniformly at random from Zq. The output is:

Enc(ρ, K,Di) = (gai , gaiVi,1 , gaiVi,2 , . . . , gaiVi,m)

Generating a capability Cap = GenCap(ρ,K, j1, . . . , jt, Wj1 , . . . , Wjt).
The capability Cap consists of a vector Q of size linear in the number of docu-
ments (the proto-capability that can be sent offline), and of an additional value



of constant size (the query part). Let s be chosen uniformly at random from Zq.
The vector Q is defined as:

Q =
(
h(ga1s), h(ga2s), . . . , h(gans)

)

In addition, we define the value C = s + (Σt
w=1fK(Wjw)). The capability is the

(t + 2)-tuple, Cap = {Q,C, j1, . . . , jt}.

Verification. The server computes Ri = gaiC ·g−ai(Σ
t
w=1(Vi,jw )) and returns true

if h(Ri) = h(gais) and false otherwise.

3.1 Security Analysis

Proposition 3. The scheme of Section 3 is secure according to game ICC in
the random oracle model if DDH is hard in G.

Proof. By Propositions 1 and 2, we know that the existence of an adversary
that wins game ICC with non-negligible probability implies the existence of an
adversary that wins game ICLR with non-negligible probability. Let A be an
adversary that wins game ICLR with advantage ε. We build an adversary A′
that uses A as a subroutine and breaks DDH with non-negligible advantage.

The algorithm A′ first calls the function Param to generate the parameters
ρ = (G, g, f, h). Let ga, gb, gc be a Diffie-Hellman challenge (the challenge is to
determine whether c = ab). A′ guesses a value z for the position t that A will
choose in step 2 of the game ICLR, by picking z uniformly independently at
random in {1, . . . ,m}.

The algorithm A′ simulates the function Enc as follows. A′ associates with
every keyword Wi a random value xi. When asked to compute Enc(ρ, k, D) where
D = (W1, . . . , Wm), A′ chooses a random value ai and outputs:

Enc(ρ, k, D) = (gai , gaix1 , . . . , (gb)aixz , . . . , gaixm)

When asked to compute Cap = GenCap(ρ,K, j1, . . . , jt,Wj1 , . . . ,Wjt), A′ out-
puts a vector Q = (T1, . . . , Tn) of random values and a random value for C.
To evaluate Ver(ρ,Cap, Enc(ρ,K, Di)), A must compute Ri and then ask A′ for
the value h(Ri). A′ knows whether Di satisfies Cap or not. If it does, A′ defines
h(Ri) = Ti. Otherwise A′ returns a random value for h(Ri).

Finally, A submits a challenge document D = (W1, . . . , Wm) for encryption
along with a set T ⊆ {1, . . . , m} and a value t ∈ T . If z 6= t, A′ returns a random
guess in reply to the DDH challenge. With probability 1/m, we have z = t and in
that case A′ proceeds as follows. Let Et = (gc)xt . For j ∈ T , j 6= t, let Ej = Rj

for a random value Rj . For j 6∈ T , let Ej = (ga)xj . A′ returns to A the following
ciphertext:

(ga, E1, . . . , Em)

Observe that this ciphertext is an encryption of D in every position j 6∈ T . If
c = ab, this ciphertext is also an encryption of D in position t; otherwise it is
not.



Now A is again allowed to ask for encryption of documents and for capa-
bilities, with the restriction that A may not ask for capabilities that are distin-
guishing for Rand(D, T −{t}) and Rand(D, T ). This restriction ensures that A′
can reply to all the queries of A as before.

Finally A outputs a bit bA. If bA = 0, A′ guesses that ga, gb, gc is not a DDH
triplet. If bA = 1, A′ guesses that ga, gb, gc is a DDH triplet. Since the encryption
will be random at position i if and only if the challenge is not a DDH tuple A′
solves the DDH challenge with the same advantage that A has in winning game
ICLR. ut

4 A Conjunctive Search Scheme with Constant
Communication Cost

In this section, we describe a protocol for which the total communication cost of
sending a capability to the server is constant in the number of documents (but
linear in the number of keyword fields). With this protocol, a low-bandwidth
hand-held device will be able to construct capabilities on its own and the overall
communication overhead will be low.

System parameters and key generation. The function Param(1k) returns
parameters ρ = (G1, G2, ê, g, f(·, ·)), where G1 and G2 are two groups of order
q, g is a generator of G1, ê : G1 × G1 → G2 is an admissible bilinear map and
a keyed function f : {0, 1}k × {0, 1}∗ → Zq. The security parameter k is used
implicitly in the choice of the groups G1 and G2. The key generation algorithm
KeyGen returns a secret value α and K. Again, we denote f(K, ·) by fK(·)., and
{fK(·)}K forms a pseudorandom function family.

Encryption algorithm. We show how to compute Enc(ρ,K, Di) where Di =
(Wi,1, . . . , Wi,m). Let Vi,j = fK(Wi,j) for j = 1, . . . , m. Let Ri,j for j = 1, . . . , m
be m values drawn uniformly independently at random from {0, 1}α. Let ai be
a value chosen uniformly at random from Zq. The function Enc returns:

gai ,

(
gai(Vi,1+Ri,1), . . . , gai(Vi,m+Ri,m)

)
,

(
gaiαRi,1 , . . . , gaiαRi,m

)

Generating a capability Cap = GenCap(ρ,K, j1, . . . , jt, Wj1 , . . . , Wjt).
Let r be a value chosen uniformly at random from Zq. The capability Cap is:

Cap = (gαr, gαr(
∑t

w=1 fK(Wjw )), gr, j1, . . . , jt)

Verification. We show how to compute Ver(ρ,Cap,Enc(ρ,K, Di)) where Cap =
(gαr, gαr(

∑t
w=1 fK(Wjw )), gr, j1, . . . , jt) and Di = (Wi,1, . . . , Wi,m). The algorithm

checks whether the following equality holds:

ê(gαr(
∑t

w=1 fK(Wjw )), gai) =
t∏

k=1

(
ê(gαr, gai(Vi,jk

+Ri,jk
))

ê(gr, gaiαRi,jk )

)

and returns true if the equality holds, and false otherwise.



4.1 Security Analysis Without Capabilities

We first demonstrate a partial security result; namely, that when no capabilities
are generated ciphertexts are indistinguishable provided BDDH is hard. To that
end, we define a game ICC ′ which is identical to security game ICC of Section 2
except that no capabilities are generated (i.e. steps 1 and 3 are modified). Hence,
the adversary who engages in Security Game ICC ′, renders an adaptive, chosen-
plaintext attack.

Proposition 4. If the Bilinear Decisional Diffie-Hellman (BDDH) problem is
hard in G1, then no adversary can win game ICC ′ with non-negligible advantage.

Proof. Let A be an adversary who wins Security Game ICC ′ with advantage ε.
We build an adversary A′ which uses A as a subroutine and solves the BDDH
problem. Let gα, gA, ga, gd be a BDDH challenge (the challenge is to decide
whether d = αAa).
When A asks for a document to be encrypted, A′ does the following. For each
keyword Wi it chooses a random value xi. A′ keeps track of the correspondence
between keywords Wi and values xi so that if a keyword appears multiple times
(possibly in different documents), the same xi is used consistently for that key-
word. A′ then chooses a random value ai and random values Ri,1, . . . , Ri,m.
Finally, A′ outputs

gai ,

(
gai(Ax1+Ri,1), . . . , gai(Axm+Ri,m)

)(
gaiαRi,1 , . . . , gaiαRi,m

)

Note that A′ can compute all of these values since it knows ai, xj and the Ri,j .
Note also that the above is a valid encryption of the document requested by A.
Now for its challenge, A asks for one more document D to be encrypted. The
problem is for A to determine whether the encryption it receives from A′ is an
encryption of D or of a random document. A′ chooses random values b1, . . . , bm

and outputs

ga,

(
gb1 , . . . , gbm

)
,

(
gαb1−dx1 , . . . , gαbm−dxm

)

Note that A′ can compute the value above and that if d = αAa, the encryption
above is an encryption of D. Otherwise it is an encryption of a random docu-
ment. A outputs a guess as to whether it’s been given an encryption of D or an
encryption of a random document, and A′ outputs the same guess as to whether
d = αAa or not. Hence, just as in Proposition 3, if A’s advantage in Security
Game ICC ′ is ε, then the advantage of A′ in solving BDDH is ε. ut

4.2 Security Analysis with Capabilities

We present here a complete security analysis of the protocol of Section 4, in-
cluding capabilities. Unfortunately, in a security model that includes capabilities
(Game ICC), we do not know how to reduce the security of the protocol to a
standard security assumption. Indeed, the breadth of applications for bilinear



maps often necessitates new, nonstandard, hardness assumptions (see, for exam-
ple [8]). We rely on the following new assumption:

Hardness Assumption (Game HA):
We define the following game. Let G be a group of order q, and let g ∈ G
be a generator of G. We assume the existence of an admissible bilinear map
ê : G × G → G2. The game proceeds as follows:

1. We choose two random values a, α ∈ Zq and give A, the adversary ga and
gα.

2. A can request as many times as it wants and in any order the following:
– A variable. Whenever A requests a new variable, we pick a random

value xi ∈ Zq and give the adversary gxi .
– A product. A specifies a subset S = {i1, . . . , ik} of variables. We

pick a random value r ∈ Zq and return to the adversary gr, gαr and
gαr(xi1+...+xik

).
3. A chooses two subsets T and T ′ of indices such that T ∩ T ′ = ∅.
4. We give A the value gaαxi for all i ∈ T ′. Next, we flip a bit b. If b = 0,

we give the adversary the value gaαxi for all i ∈ T . If b = 1, we give the
adversary gri for a randomly chosen value ri ∈ Zq for all i ∈ T .

5. A outputs a bit bA.

We say that A wins game HA if the following two conditions hold:

– The adversary’s guess is correct, i.e. bA = b.
– Let S1, . . . , Sn be the list of sets requested by A in step 2 of the game HA.

We view these sets as bit vectors. For any i = 1, . . . , n, if Si ⊆ (T ∪T ′) then
Si ∩ T = ∅.

Proposition 5. If game HA is hard for G1, then no adversary can win the game
ICC with non-negligible advantage.

Proof. By Proposition 1, we know that the existence of an adversary who wins
game ICC with non-negligible advantage implies the existence of an adversary
who wins game ICR with non-negligible advantage. Let A be an adversary who
wins game ICR with non-negligible advantage. We show how to construct an
algorithm A′ that uses A as a subroutine and wins game HA with non-negligible
probability. The algorithm A′ begins by asking for two values ga and gα (step 1
of game HA).

Next, we show how A′ simulates the encryption function Enc for A. When A
wants a document encrypted, A′ asks for a variable gxi for every new keyword
Wi. The algorithm A′ keeps track of the correspondence between keywords and
values in G such that it can reuse values consistently if a keywords appears
several times. To compute Enc(ρ,K, D) where D = (W1, . . . ,Wm), the algorithm
A′ chooses a random value ai and m random values R1, . . . , Rm and gives to A:

gai ,

(
(gx1)aigR1 , . . . , (gxm)aigRm

)
,

(
(gα)aiR1 , . . . , (gα)aiRm

)



We show now how A′ simulates capabilities for A. Suppose that A asks
for the following capability: Cap = GenCap(ρ,K, j1, . . . , jt,Wj1 , . . . ,Wjt). The
algorithm A′ asks for the values gr, gαr and gαr(xj1+...+xjt ) and outputs:

Cap =
(
gr, gαr, gαr(xj1+...+xjt )

)

It is easy to verify that Cap = GenCap(ρ,K, j1, . . . , jt,Wj1 , . . . , Wjt
).

At some point, A chooses a challenge document D = (W1, . . . ,Wm) and
a subset T ⊆ {1, . . . ,m} (step 2 of game ICR). Without loss of generality,
we assume that every keyword Wi has already appeared, i.e. A′ already has a
corresponding value gxi . If not, A′ simply asks for the missing values gxi . The
adversary A′ defines T ′ = {1, . . . , m} \ T .

NowA′ chooses m new random values y1, . . . , ym and computes gαy1 , . . . , gαym .
Next, A′ submits the sets T and T ′ as in step 3 of game HA. In return, A′ gets
values gδ1 , . . . , gδm , where δj = aαxj for every j ∈ T ′ and for j ∈ T , either
δj = aαxj or δj is random (recall that the goal of A′ is to distinguish between
these two cases). Finally, A′ gives to A the following value as the encryption of
the challenge document D chosen by A:

ga,

(
gy1 , . . . , gym

)
,

(
(gαy1/gδ1), . . . , (gαym/gδm)

)

It is easy to verify that this is a correct encryption of the challenge document D
in every position j 6∈ T , and in every position j ∈ T , it is either an encryption
of Wj or an encryption of random. In such positions, it is up to the adversary
A to guess which.

In step 3 of game ICR, A is again allowed to ask for encryption of documents
and capabilities. We simulate these exactly as above.

In step 4 of game ICR, A outputs a bit bA. The adversary A′ then outputs the
same bit bA′ = bA. Clearly, if A wins game ICR with non-negligible advantage,
then A′ guesses the bit correctly in game HA with the same non-negligible
advantage. What remains to be shown is that the second condition for winning
the game holds. That holds since whenever Ver(ρ,Cap,Enc(ρ,K, D)) = true we
must have that the set T was not queried on and therefore for any S that A′
requests to construct a capability S ∩ T = ∅. ut

5 Conclusion and Open Problems

We’ve presented two protocols for conjunctive search for which it is provably
hard for the server to distinguish between the encrypted keywords of documents
of its own choosing. Our protocols allow secure conjunctive search with small
capabilities. Our work only partially solves the problem of secure Boolean search
on encrypted data. In particular, a complete solution requires the ability to do
disjunctive keyword search securely, both across and within keyword fields.

An important issue that isn’t addressed by our security games is the infor-
mation leaked by the capabilities. In both of our protocols, the server learns the



keyword fields that the capability enables the server to search. This alone may
be enough to allow the server to infer unintended information about the docu-
ments. It would be interesting to explore solutions for the secure search problem
that also protect keyword fields.
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