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Abstract

Interconnection networks-on-chip (NOCs) are rapidly

replacing other forms of interconnect in chip multiproces-

sors and system-on-chip designs. Existing interconnection

networks use either oblivious or adaptive routing algo-

rithms to determine the route taken by a packet to its desti-

nation. Despite somewhat higher implementation complex-

ity, adaptive routing enjoys better fault tolerance charac-

teristics, increases network throughput, and decreases la-

tency compared to oblivious policies when faced with non-

uniform or bursty traffic. However, adaptive routing can

hurt performance by disturbing any inherent global load

balance through greedy local decisions. To improve load

balance in adapting routing, we propose Regional Conges-

tion Awareness (RCA), a lightweight technique to improve

global network balance. Instead of relying solely on local

congestion information, RCA informs the routing policy of

congestion in parts of the network beyond adjacent routers.

Our experiments show that RCA matches or exceeds the

performance of conventional adaptive routing across all

workloads examined, with a 16% average and 71% maxi-

mum latency reduction on SPLASH-2 benchmarks running

on a 49-core CMP. Compared to a baseline adaptive router,

RCA incurs a negligible logic and modest wiring overhead.

1 Introduction

Moore’s law has steadily increased on-chip transistor

densities and enabled the integration of dozens of compo-

nents on a single die. These components include regular

arrays of processors and cache banks in tiled chip multi-

processors (CMPs) and heterogeneous resources in system-

on-chip (SoC) designs. One outcome of greater integra-

tion is that interconnection networks have started to replace

shared buses and other forms of communication featuring

long, global wires. Networks-on-chip (NOCs) scale better

than traditional forms of on-chip interconnect, and enjoy su-

perior performance and fault tolerance characteristics [6].
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NOCs can be constructed using nearest-neighbor point-

to-point links with large bit-width, facilitating naturally-

pipelined, high-bandwidth communication [14, 15].

To date, most NOCs have employed simple topologies

such as two-dimensional meshes [35, 24, 34] and rings [23],

in part because both designs are good matches to planar sili-

con manufacturing processes and support short link lengths.

Minimizing router overheads, NOCs tend to use simple

router designs with limited virtual channels, shallow flit

buffers per virtual channel, short router pipeline stages, and

messages with a limited number of flits. While the abun-

dance of on-chip wires enables wider physical channels,

wormhole flow control will likely dominate due to the shal-

low virtual channel buffers. NOCs tend to employ sim-

ple oblivious routing algorithms, such as dimension order

routing (DOR). While such oblivious routing algorithms are

easy to implement in hardware, they often do a poor job of

balancing the load across the links.

Adaptive routing has been employed in multichip inter-

connection networks as a means to improve network perfor-

mance and to tolerate network link or router failures. De-

spite additional implementation complexity, adaptive rout-

ing is appealing for emerging NOCs with an increasing

number of connected elements. Performance can improve

by routing around pockets of congestion and flattening the

distribution of traffic among the links. In both cases, the

improvement is realized through increased load balance,

which smoothes out non-uniformities in the original traffic

pattern. However, adaptive routing requires network path

diversity between source and destination nodes to facilitate

load balance. The availability of network path diversity de-

pends on the topology of the network, the traffic pattern,

and whether non-minimal routes are allowed.

The key inhibitor to performance in existing adaptive

routers is an ignorance of global network state, leading to

router output port selection based only on locally-available

congestion estimates. Such short-sighted routing decisions

tend to upset global load balance in many traffic patterns.

In this paper, we introduce Regional Congestion Aware-

ness (RCA), an approach that propagates congestion infor-

mation across the network in a scalable manner, improving

the ability of adaptive routers to spread network load. RCA
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aggregates locally computed congestion metrics with those

propagated from neighbors before transmitting them to up-

stream routers. The aggregation process naturally weighs

contention information by distance from the current node so

that nearby congestion influences routing more than distant

congestion. We present three variants of RCA that simplify

design by considering only relevant slices and regions of the

network when aggregating congestion metrics.

RCA matches or exceeds the performance of conven-

tional adaptive routing across all workloads examined, with

a 16% average and 71% maximum latency reduction on

SPLASH-2 benchmarks running on a 49-core CMP. RCA

has a negligible impact on router area and no impact on its

critical path, compared to a conventional adaptive router.

Section 2 summarizes relevant related work in adaptive

routing for both on-chip and inter-chip interconnection net-

works. Section 3 outlines the design of our baseline router

as a point of reference and describes the new elements re-

quired for capturing congestion metrics. Section 4 describes

the RCA algorithms and variants that capture different de-

grees of network congestion. Section 5 presents perfor-

mance results of RCA along with several sensitivity studies

and Section 6 concludes.

2 Background and Prior Work

A paramount concern for any routing scheme, oblivi-

ous or otherwise, is its ability to balance network loads.

Much research has gone into designing oblivious routing

algorithms with provable worst- and average-case behav-

ior [33, 20, 32, 26]. While these analyses typically assume a

healthy network and a static load, interconnection networks

frequently have non-uniform (bursty) injection rates and

time-varying communication patterns [14], leading to tem-

porary pockets of congestion known as hotspots. Schemes

that have some flexibility with respect to route choice, pro-

vide advantages over oblivious approaches that are not able

to adapt to the communication pattern and network state.

Adaptive routing is a technique for fault tolerance

and congestion avoidance, successfully used in commer-

cial multiprocessors from IBM [1], Cray [25], and Com-

paq [18]. Non-minimal adaptive routing has the potential

to improve load balance beyond the limits of minimal rout-

ing [5, 27], but at the cost of greater implementation com-

plexity and potentially higher per-packet latency and en-

ergy. Thus, we restrict our evaluation to minimal routing,

but the general principles presented here could be applied

to non-minimally routed networks as well.

2.1 Routing Policies

The routing policy determines the dynamic path taken

by a given packet through an adaptively-routed network.
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Figure 1. Taxonomy of routing policies with
respect to congestion avoidance.

Figure 1 presents a taxonomy of routing policies. Adap-

tive routing policies can be classified as either congestion-

oblivious or congestion-aware, based on whether they take

output link demand into account. Given a set of free and le-

gal output ports, random [10] and zigzag [2] routing policies

respectively choose an output direction randomly or based

on the remaining hop count in each dimension, while no-

turn [13] seeks to avoid unnecessary turns by following a

dimension until it is either exhausted or blocked.

Congestion-oblivious routers are inherently unable to

balance the load on many important traffic patterns, be-

cause they do not consider the congestion status of avail-

able ports. Congestion-aware routing policies seek to ad-

dress this shortcoming. Dally and Aoki proposed to use the

number of free virtual channels at an output port as a con-

tention metric, with the routing algorithm favoring the port

with the largest number of available VCs [5]. Their evalua-

tion compared this approach to congestion-oblivious zigzag

and no-turn routing and showed that congestion awareness

yields lower latency and competitive throughput. More re-

cently, Kim et al. examined buffer availability at adjacent

routers as a congestion metric [16], while Singh et al. used

the output queue length for the same purpose [27, 28].

Congestion-aware routing policies can be further clas-

sified based on whether they rely on purely local conges-

tion information or take into account congestion status at

other points in the network. In this context, local informa-

tion is defined as information readily available at a given

node, representing the status of that node or its immedi-

ate neighbors. For instance, GOAL [27] uses the queue

length at each output port as its local congestion indicator

during the routing phase, while GAL [28] uses the same

metric for both quadrant selection and routing. A count

of available virtual channels or buffers on the other end

of a physical link is also local information, since it is al-
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ready maintained for flow control. We define non-local in-

formation as originating beyond a node’s immediate neigh-

bors. To the best of our knowledge, existing evaluations

of adaptively-routed interconnection networks are either

congestion-oblivious or only consider local congestion in-

dicators in their output port selection. Regional Congestion

Awareness (RCA) is the first work to present a comprehen-

sive evaluation of the utility of non-local information for

improving the dynamic load-balancing properties of fully-

adaptive minimally-routed networks.

2.2 Congestion Management

Some researchers proposed combining oblivious rout-

ing with various congestion management strategies to im-

prove network performance. RECN dynamically allocates

separate queues for flows implicated in causing congestion

upstream, thus avoiding head-of-line blocking due to these

flows [9]. Distributed routing balance (DRB) seeks to dis-

tribute obliviously-routed traffic by choosing one of several

possible paths for each packet based on the expected latency

of each route [11]. Both of these approaches depend on each

packet injected into the network to follow a predetermined

path – a limitation that adaptive routing does not have.

Finally, injection throttling aims improve the throughput

of a network under high load by limiting injection of new

packets [4, 31, 21]. Similar to congestion-aware adaptive

routing, injection throttling requires knowledge of network

state; however, the type of information and the way it is

used is different from RCA.

3 Network-on-Chip Routers

This section details the microarchitecture of a conven-

tional network-on-chip router and describes the modifica-

tions necessary to support adaptivity. While we restrict the

discussion to a 2D mesh, this topology is not an inherent

limitation of the design.

3.1 DOR Router Microarchitecture

The canonical NOC virtual channel router was first de-

scribed by Peh and Dally [22]. The router is input-queued

and has five ports, of which four are network ports and one

is an injection port. Key architectural elements of the router

include the virtual channel FIFOs, route computation unit,

VC allocation logic, crossbar allocation logic and the cross-

bar itself. The pipeline consists of four stages: route com-

putation (RT), VC allocation (VA), switch allocation (XA),

and crossbar traversal (XB).

In this architecture, a flit enters the router through one

of the network ports and is stored in a VC FIFO, which has

been reserved at the upstream node. If the flit is a header,

indicating the start of a new packet, it proceeds to the rout-

ing stage, which determines the output port that the packet

will use. In the following cycle, the header flit attempts to

acquire a virtual channel for the next hop. Upon successful

VC allocation, the header flit enters the switch arbitration

stage, where it competes for the output port with other flits

from the router. Once crossbar passage is granted, the flit

traverses the switch and enters the channel. Subsequent flits

belonging to the same packet can proceed directly to switch

allocation, skipping the RT and VA stages.

To reduce the impact of router pipeline delay, researchers

have developed route look-ahead, which performs routing

one hop in advance and reduces the required number of

stages from four to three [12]. Another latency-hiding ap-

proach is speculation, which allows switch allocation to be

overlapped with VC allocation [22]. If both allocation re-

quests are granted, the latency of switch arbitration is hid-

den. When coupled with route look-ahead, speculation re-

duces the pipeline length to two cycles in the best case.

Mullins et al. demonstrated that additional speculation

reduces router latency to a single cycle if crossbar traver-

sal is optimistically initiated in parallel with VC and switch

allocation [19]. The speculation is successful only at low

loads; mis-speculation incurs a one-cycle penalty. In this

paper, we use a 2-cycle adaptive router design based on pre-

selection. While we expect that the mechanisms for adap-

tivity are compatible with a single-cycle router, a proof is

orthogonal to this work. With a one-cycle channel delay,

the zero-load latency of the design is three cycles per hop

for the baseline DOR router.

3.2 Adaptive Router Microarchitecture

Given NOC’s extreme sensitivity to latency, any modifi-

cations to the router microarchitecture must minimally af-

fect router pipeline delay. Thus, adaptive routing is attrac-

tive only if it does not increase the per-hop latency. A key

difference between an adaptive router and an oblivious one

is that more than one legal port may be produced by the

route computation unit; therefore, port selection must pre-

cede VC allocation. Two challenges complicate this pro-

cess. (1) With route look-ahead, a newly arrived packet

proceeds directly to VC allocation, leaving no opportunity

to hide the latency of port selection prior to the VA stage.

(2) VC allocation is typically on the critical path, so any

major impact to the latency of this stage is undesirable.

Kim et al. proposed an elegant solution which relies on

precomputation to select the preferred output direction for

each packet a cycle in advance [16]. This strategy takes

advantage of the fact that in a minimally routed 2D mesh,

every packet travels in one of four quadrants: NE, NW, SE,

and SW, with each quadrant having exactly two possible

output directions, excluding the local port. The output port
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Figure 2. Two-stage adaptive router.

for each quadrant is computed every cycle for use on the

following cycle based on the congestion status of each port.

Figure 2 shows the pipeline for a two-stage adaptive

router based on Kim et al.’s design [16] with extra logic

required for adaptivity shaded. The router uses free buffer

count at a downstream node for congestion estimation. The

counts for each port are updated every cycle and stored in

the four Congestion Value Registers (CVRs). At the begin-

ning of each cycle, Port Preselect logic reads the CVRs and

computes the preferred output port for each quadrant via

simple pair-wise comparisons between the registers. The

port with more free buffers is the preferred output, and this

result is latched in the Preferred Output Registers (PORs).

A single bit in the message header is sufficient to identify

the quadrant and choose the preferred output direction, as

each input port in a 2-D mesh belongs to exactly two out-

put quadrants (e.g.: West input maps to NE and SE quad-

rants). Once a packet reaches the final coordinate in one of

the dimensions, it becomes ineligible for adaptive routing

and must proceed in the remaining dimension directly to

the destination. To do so, the packet must be able to over-

ride its POR value, accomplished via an override bit in the

message header.

This router design can be generalized for any congestion

metric whose value can be rapidly computed. For instance,

using free VC count instead of buffer availability as a con-

gestion metric requires virtually no modification to the port

preselect logic. Furthermore, the low complexity of the pre-

select stage leaves ample room in the cycle for additional

useful work. Section 4 explains how this slack can be ex-

ploited to integrate non-local congestion knowledge into the

preselect stage to improve dynamic load-balancing proper-

ties of adaptive routers.

3.3 Local Contention Metrics

Any congestion metric suitable for an adaptive NOC

router must correlate well with downstream congestion and

be inexpensive to compute. We consider three atomic con-

gestion metrics: free virtual channels count, available buffer

count, and crossbar demand. All three metrics provide some

information about downstream contention and are readily

available in any reasonable virtual channel router design.

Free virtual channels (vc): The count of free virtual

channels was first proposed as an indicator of congestion by

Dally and Aoki, who noted that fewer allocated VCs implies

less multiplexing on a given link [5].

Free buffers (bf): Kim et al. used the count of free

buffers in their low-latency adaptive router [16]. Buffer

count indicates the amount of backpressure that the input

port at the downstream node is experiencing.

Crossbar demand (xb): Crossbar demand, a new metric

we propose and evaluate, measures the number of active re-

questers for a given output port. Crossbar demand captures

the actual amount of channel multiplexing a new packet is

likely to experience. Multiple concurrent requests for an

output port indicate a convergent traffic pattern, a likely bot-

tleneck. Since our router employs speculation, both specu-

lative and non-speculative switch requests are counted.

Composite metrics: Each of the atomic metrics has

strengths and weaknesses. We propose simple pairings of

the atomic metrics to build on their strengths and nullify

their shortcomings. The three combinations of the atomic

metrics are: free VCs and free buffers (vc bf ); free VCs

and crossbar demand (xb vc); and free buffers and crossbar

demand (xb bf ).

We compared the performance of a local adaptive router

using these congestion metrics across a wide range of work-

loads. Among non-combined metrics, bf and vc performed

similarly, while xb performed slightly better. The com-

bined metrics generally outperformed the non-combined,

with xb vc performing the best across the widest range of

workloads. We examined other potential congestion met-

rics, but found none that performed as well as those dis-

cussed here.

4 Regional Congestion Awareness

Adaptive routing is useful whenever oblivious ap-

proaches lead to non-uniform link utilization. Many impor-

tant workloads exhibit spatial and temporal communication

patterns that can greatly benefit from adaptivity. However,

certain traffic permutations, including bit-complement and

uniform-random, uniformly load links in the network and

enjoy a natural global balance under deterministic routing.

Adaptive routing can disruption this balance due to greedy,

local decisions that lack knowledge of network state beyond

the nearest neighbors. Adaptive routing in a 2D mesh steers

traffic toward the middle of the network, leaving the edge

links underutilized and congests the center of the mesh, de-

stroying global load balance, a well-known problem shared

by many existing adaptive routers.

We introduce Regional Congestion Awareness (RCA) to
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(a) RCA 1D (b) RCA Fanin (c) RCA Quadrant

Figure 3. Regional Congestion Awareness

overcome the limitations of conventional adaptive routers,

which we term locally adaptive. RCA is a family of scal-

able light-weight mechanisms for integrating congestion in-

formation from different points in the network into the port

selection process. RCA does not require centralized tables,

all-to-all communication, or in-band signaling that con-

tributes to congestion. Instead, RCA uses a low-bandwidth

monitoring network to propagate congestion information

among adjacent routers. At each network hop, the router ag-

gregates its local congestion estimate with that of neighbor-

ing nodes. The new congestion estimate is used for port pre-

selection and is propagated upstream. The aggregation step

weighs contention information based on distance from the

current node, reducing the negative effects of staleness and

avoiding interference from non-minimal paths. The pro-

posed scheme can be trivially integrated into the pipeline of

a conventional locally-adaptive router, with negligible im-

pact on area and no effect on its critical path.

4.1 RCA Variants

We examine three promising RCA variants with different

cost-performance characteristics.

RCA 1D: This simple design aggregates and propa-

gates congestion information along each dimension inde-

pendently. RCA 1D offers excellent visibility along the axes

bounding a packet’s routing quadrant, but provides no direct

knowledge of network status from the middle of the quad-

rant. Figure 3(a) shows how RCA 1D propagates conges-

tion status in the West direction. While offering only lim-

ited visibility into the network, this approach has the lowest

implementation complexity in the RCA design space.

RCA Fanin: The goal of RCA Fanin is to provide more

information about network state than RCA 1D at mini-

mal logic overhead. RCA Fanin provides a coarse view

of regional congestion by aggregating congestion estimates

along the axis of propagation with those from orthogonal di-

rections as shown in Figure 3(b). While RCA Fanin encom-

passes significantly larger regions of the network than RCA

1D’s uni-directional congestion vectors, it also introduces

noise into its estimates by combining information from mu-

tually exclusive routing quadrants.

RCA Quadrant: Depicted in Figure 3(c), RCA Quad-

rant aims to maximize the accuracy of congestion estimates

by maintaining separate congestion values for each network

quadrant. Doing so reduces the noise caused by combining

information from mutually exclusive routing regions that

exist in RCA Fanin while maximizing the coverage as com-

pared to RCA 1D. Since each port belongs to two different

quadrants, two separate congestion values must be received,

updated and propagated at each network interface, incurring

twice the overhead in logic and wiring complexity as either

RCA 1D or RCA Fanin.

4.2 RCA Microarchitecture

We modify only the conventional locally adaptive

router’s port preselection logic in RCA’s implementation,

maintaining its simplicity and low latency. As discussed in

Section 3.2, port preselection has low logic complexity, per-

mitting integration of additional functionality with no im-

pact on cycle time. Figure 4 shows the modifications to the

2-stage adaptive router for RCA. The two new modules we

add are congestion status Aggregation and Propagation.

Aggregation: In a conventional adaptive router, local

congestion estimates serve as inputs to the port preselect

logic. With RCA, the port preselect logic remains unmodi-

fied, but its inputs are generated by the aggregation module,

which combines local and non-local congestion estimates.

An aggregation module resides at each network interface

in all RCA variants, although RCA Quadrant has two such

modules per port. Figure 5(a) shows the aggregation mod-

ule in detail. Inputs to the aggregation module come from

downstream routers and the local CVRs, reflecting the local

congestion estimate. Aggregation logic combines the two

congestion values, potentially weighting one value differ-

ently than the other, and feeds the result to the port preselect

logic and the propagation module.

The exact weighting of local and non-local congestion

estimates determines the dynamic behavior of the routing
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Figure 4. RCA Adaptive Router.

policy. Placing more emphasis on local congestion informa-

tion moves a design toward the locally-adaptive end of the

spectrum. Too much weight on the non-local data increases

the risk of making decisions based on remote parts of the

network that may be unreachable with minimal routing. We

performed a detailed empirical evaluation to determine the

proper weighting of local versus non-local information, and

found that the simplest assignment of weights, 50-50, is the

most consistent performer across a wide set of benchmarks.

Thus, aggregation is a simple matter of finding the arith-

metic mean of local and non-local values, efficiently com-

puted via an add and a right-shift. The 50-50 weight assign-

ment makes sense, since information from nearby nodes

is emphasized more than information from farther down-

stream in potentially unreachable network regions.

Propagation: Transmission of congestion information

to adjacent nodes is performed by the propagation module,

which combines congestion values computed by the router’s

aggregation units to reflect conditions along a given dimen-

sion, quadrant, or any other set of ports. The exact function

of the propagation module differentiates the RCA variants

from one another.

Figure 5(b) details the propagation module for RCA

Fanin. At a high level, a packet arriving at a given input

port can leave toward one of two quadrants. The straight-

line path from a given input to an output lies in both of those

quadrants, while a turn corresponds to just one of the quad-

rants. For instance, a packet arriving at the East input may

route to either the NW or SW quadrant, so the probability of

the West port being a legal output is higher than either the

North or the South. The propagation module for RCA Fanin

accounts for this effect by assigning 50% of the weight to

the straight-line path and 25% to each of the other possi-

ble outputs. RCA Fanin’s propagation logic consists of two

adders and two fixed shifters. The first adder-shifter pair

averages the congestion estimates from the orthogonal di-

rections, while the second combines this average with the
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Figure 5. Generic RCA aggregation module
(a) and RCA Fanin propagation module (b).

straight-line congestion value, creating the desired weight

distribution.

The propagation module for RCA Quadrant is simpler

than RCA Fanin’s, as it requires only one adder and a shifter

to average the aggregated congestion estimates for a given

quadrant. For RCA 1D, the aggregated congestion values

from each port are forwarded upstream unmodified, elimi-

nating the need for a propagation unit.

4.3 Status Network Design

All RCA variants must satisfy two conflicting goals: low

network bandwidth and high congestion status resolution.

The latter is key to early congestion detection. The aver-

aging step in each router’s aggregation unit limits the bit-

width of a congestion estimate, but also leads to informa-

tion loss, as one bit of congestion data is discarded per

hop. With N bits of precision in a congestion estimate, a

newly-aggregated value is completely discarded in N hops.

To ensure that congestion information is not phased out too

rapidly, the router normalizes local values by left-shifting

them prior to aggregation. Normalization can be accom-

plished by folding the additional shift distance into the local

weight adjustment in the aggregation module shown in Fig-

ure 5(a). The shift amount determines the minimum number

of hops that a given congestion value will be “live.” Empir-

ically, we established that a shift distance of five seems to

work well for our baseline 8x8 mesh. While we do not tune

this parameter for any of the benchmarks, different mesh

sizes and packet length distributions could likely benefit

from some amount of tuning.

6



Characteristic Baseline Variations

Topology 8x8 2D Mesh 4x4 Mesh, 16x16 Mesh

Routing Minimal, fully-adaptive, reserved VC deadlock avoidance [8] –

Router uArch Two-stage speculative –

Per-hop latency 3 cycles: 2 cycles in router, 1 cycle to cross channel –

Virtual channels/Port 8 2; 4

Flit buffers/VC 5 –

Packet length (flits) 1–6 (uniformly distributed) 1; 1–15

Traffic workload transpose, bit-complement, uniform random, self-similar Permutations; SPLASH-2 traces

Simulation warmup (cycles) 10,000 –

Analyzed packets 100,000 200,000; whole trace

Table 1. Baseline network configuration and variations.

Assuming that a congestion metric can be summarized

in three bits, plus five additional bits for normalization, both

RCA 1D and RCA Fanin require eight bits per link; RCA

Quadrant doubles this number to 16 bits. Given that cur-

rent NOC designs feature channel widths on the order of

128 bits [14], RCA wire overhead represents just 6% for

1D and Fanin and 12% for Quadrant. While NOCs are not

generally wire limited, it may sometimes be necessary to

reduce this overhead. One way to lower RCA bandwidth re-

quirements serializes congestion updates. We experimented

with a monitoring network that reduces RCA’s bandwidth

demand at the cost of lower update frequency. Across all

of our benchmarks, results show that even bit-serial status

networks (one bit per channel for RCA 1D and RCA Fanin,

two bits for RCA Quadrant) do not cause noticeable perfor-

mance degradations compared to a full-width RCA design.

Thus, low-bandwidth RCA can be deployed in wire- or pin-

constrained environments, provided traffic patterns are sta-

ble enough to tolerate reduced update frequency.

5 Evaluation

We evaluated the three RCA variants using both syn-

thetic and real workloads, comparing them to oblivious and

local adaptive routing techniques. We also examined RCA’s

sensitivity to a variety of network parameters.

5.1 Methodology

We use a cycle-accurate network simulator that mod-

els the two-cycle router microarchitecture from Section 3.

The router model is instrumented to collect the congestion

metrics proposed in Section 3.3 and supports all RCA vari-

ants. We measure the performance of three baseline archi-

tectures: (1) DOR, a dimension-ordered oblivious router;

(2) Local, a locally adaptive router that uses the vc conges-

tion metric; and (3) Local Best, which is an adaptive router

that uses our xb vc combined congestion metric. RCA 1D,

RCA Fanin, and RCA Quadrant also use the xb vc conges-

tion metric. Table 1 details the baseline network configura-

tion, along with the variations used in the sensitivity studies.

5.2 Workload

We evaluate regional congestion awareness using

four standard synthetic traffic patterns: transpose, bit-

complement, uniform random and self-similar. These work-

loads provide insight into the relative strengths and weak-

nesses of the different congestion metrics and aggregation

techniques. They represent adversarial, friendly, and nom-

inal workloads for adaptive routing algorithms. Except for

self-similar, all synthetic traffic patterns use a uniform ran-

dom injection process. The self-similar traffic pattern uses

a randomly generated fractional Gaussian noise distribution

with a Hurst constant value of 0.8 for both the injection pro-

cess and the source/destination node generation [7].

Permutation patterns, in which clusters of nodes commu-

nicate among themselves for extended intervals, are com-

mon in multiprocessor applications. We evaluate RCA on

100 randomly generated directed communication graphs at

30% injection bandwidth using the methodology similar to

that of Singh and Dally [27].

Finally, we evaluate RCA on trace driven traffic gener-

ated from SPLASH-2 benchmarks [29], representing a typ-

ical CMP scientific workload. The traces were obtained

from a forty-nine node, shared memory CMP system simu-

lator, arranged in a 7x7 2-D mesh topology [17]. We con-

figured our network simulator to match the environment in

which the traces were captured.

5.3 Evaluation of Regional Congestion
Awareness Metrics

Standard Synthetic Loads: Figure 6 contains a set of

load-latency graphs for the RCA variants compared to DOR

and Local across each synthetic traffic pattern. Saturation

bandwidth is measured as the point at which the average

packet latency is three times the zero load latency. As ex-

pected, Local provides an improvement in throughput over
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(a) Transpose Traffic (b) Bit Complement Traffic

(c) Uniform Random Traffic (d) Self-Similar Traffic

Figure 6. Load-latency graphs comparing RCA, locally adaptive, and oblivious routing.

DOR on transpose and self-similar traffic. Load imbal-

ances caused by DOR with these traffic patterns are egre-

gious enough that Local metrics can detect and compensate

for them. Also as expected, DOR outperforms Local on

bit-complement and uniform random traffic. These traffic

patterns are uniformly distributed with DOR, and Local’s

greedy behavior causes a significant throughput reduction.

Local Best performs marginally better than Local across all

traffic patterns, although the variance is under 5%.

The RCA schemes, as compared to Local, show im-

provement in throughput across all traffic patterns with no

sacrifice in latency. The largest gain is observed on bit-

complement, where RCA shows a 23% throughput improve-

ment over Local, although it remains 8% shy of DOR.

RCA is unable to match DOR’s throughput because bit-

complement traffic is ideally balanced under DOR routing.

On all other synthetic traffic patterns, including the statis-

tically balanced uniform random, RCA outperforms both

DOR and Local by detecting transient load imbalances from

afar and adjusting its routing decisions accordingly.

The RCA variants show very little difference across the

synthetic workloads, although typically RCA Quadrant per-

forms best, followed closely by RCA Fanin and RCA 1D.

The one exception is with bit-complement, in which RCA

1D outperforms both RCA Fanin and RCA Quadrant. With

bit-complement traffic, load is a direct function of the dis-

tance from the bisection of the network. RCA 1D only con-

siders uni-directional congestion vectors, enabling it to keep

traffic flowing in lanes, similar to DOR.

Permutation Traffic: Figure 7 shows the packet latency

averaged across 100 random permutations at 30% injec-

tion bandwidth. All adaptive approaches outperform DOR

by dynamically adjusting routing decisions in response to

each pattern’s characteristics. RCA schemes do a better job

of globally balancing the load than Local methods, yield-

ing lower average latencies as a result. Among adaptive

schemes, RCA Quadrant performs best, followed in order

by RCA Fanin, RCA 1D, Local Best, and Local. Although

the absolute latencies are not meaningful due to the arbitrary

choice of injection bandwidth, the results show the relative
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Figure 7. Average latency for 100 permuta-
tions of random pair traffic at 30% injection

bandwidth. Error bars show the 95% confi-
dence interval of the mean.

performance of the different approaches on this workload.

SPLASH-2 Benchmark Traffic: Figure 8 shows the

average packet latency across eight SPLASH-2 benchmark

traces, normalized to DOR, grouped into uncontended and

contended categories. In uncontended benchmarks (barnes,

ocean, radix, and raytrace) contention forms less than 15%

of the total packet latency. Contention is the cause of sig-

nificant packet latency in fft, lu, water-nsquared, and water-

spatial; thus adaptive routing has an opportunity to improve

performance. The final two clusters of bars in Figure 8 show

the geometric mean across all benchmarks and across the

contended benchmarks.

Although RCA variants provide equal or lower latency

than Local schemes, RCA shows the greatest benefit on

water-spatial, with a 71% reduction in latency. This ap-

plication’s traffic contains a single, localized hotspot which

RCA detects, allowing it to route packets around it before

they encounter congestion. On average, RCA provides a

latency reduction of 16% across all benchmarks, and 27%

across contended benchmarks versus Local. All three RCA

variants show similar performance on these benchmarks.

5.4 Sensitivity to Network Design Point

Individual network implementations are likely to vary

from the baseline designs of the previous section, depend-

ing on the needs of the system. Here we present variations

that provide insight into the performance of RCA metrics

in different environments. We show results for only the bit-

complement traffic pattern, which we choose because, as an

adversarial traffic pattern for adaptive routing, it can give

us better insight into RCA’s relative performance against

both Local and DOR. The graphs in this subsection may

be compared against the baseline configuration with bit-

complement traffic in Figure 6(b). In our experiments with

this traffic pattern, the variance between RCA schemes is

under 5%, so only RCA 1D is shown in subsequent figures.

Figure 8. Average latency across SPLASH-2

benchmarks normalized to latency of DOR.

Network Dimension: On-chip networks are likely to ex-

hibit a great deal of variation in size from design to design.

Figure 9 shows load-latency graphs for two different net-

work sizes: 4x4 and 16x16. The results for the 4x4 mesh, in

Figure 9(a), show that RCA performs very well, achieving

25% better throughput than Local and slightly exceeding

that of DOR. On smaller networks, RCA provides excellent

visibility into the congestion state of the network, allowing

it to capitalize on the transient hotspots caused by the ran-

dom injection process.

Figure 9(b) shows the results for the 16x16 network. On

this traffic pattern, adaptive approaches do not perform as

well versus DOR. The performance loss of RCA relative to

DOR is caused by a reduced visibility horizon and increased

noise in congestion estimates due to a large network diame-

ter. Network size has a stronger effect on Local than RCA,

allowing RCA to maintain a lead of approximately 25%.

Packet Length: Figure 10 shows load-latency graphs

for very short (1 flit) and longer (1-15 flits) packets. Short

packets, shown in Figure 10(a), represent an NOC where

many small values are transfered, such as in a scalar

operand network [30]. Compared to the baseline bit-

complement results in Figure 6(b), the gap between the

adaptive approaches and DOR is somewhat larger. RCA

continues to perform well relative to Local, showing a 15%

improvement in its saturation bandwidth. Single-flit packets

cause highly transient network congestion which is difficult

for adaptive routing to exploit, increasing the gap between

all adaptive routers and DOR.

The larger distribution of packet lengths (from 1 to 15

flits) in the experiment shown in Figure 10(b) are more rep-

resentative of packet sizes found in networks for memory

traffic. The average packet latencies for both the adaptive

and DOR routers are significantly higher for long packets

than for short, even discounting the latency due to packet

length. The increased latency is a known effect of wormhole

routing with long packets, where imbalances in resource uti-

lization arise because packets hold resources over multiple

routers. RCA capitalizes on this phenomenon to provide an
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(a) 4x4 Mesh (b) 16x16 Mesh

Figure 9. Load-latency graphs for 4x4 and 16x16 meshes with bit-complement traffic.

(a) Short Packets (1 flit) (b) Long Packets (1-15 flits)

Figure 10. Load-latency graphs for with short and long packets with bit-complement traffic.

accurate picture of network utilization and improve routing

decisions, almost matching the performance of DOR.

Virtual Channel Count: Figure 11 shows a load-

latency graph for a modified baseline configuration with

the virtual channel count reduced to four. RCA contin-

ues to perform significantly better than Local, delivering

an improvement of 18% in throughput, although the per-

formance gap is reduced. Fewer virtual channels, and by

extension fewer flit buffers, reduce the resolution of vari-

ous contention metrics and cause diminished performance

in RCA. Another issue is the imbalance in virtual channel

utilization caused by the presence of the escape VCs in the

Y direction. The escape VCs are reserved for packets on

the last leg of their network traversal and cannot otherwise

be used. Our contention metrics do not account for the spe-

cial status of these VCs, and end up providing a misleading

picture of resource availability. The attenuating effect of re-

served VC’s on the accuracy of congestion estimates is am-

plified as the number of VCs is reduced, a trend confirmed

with experiments simulating two VCs per physical channel.

5.5 Evaluation Summary

Across a wide range of synthetic and trace-based work-

loads, the RCA variants match or outperform current Lo-

cal routers. RCA performs particularly well when the traf-

fic pattern is highly asymmetric as in the water-spatial

SPLASH-2 benchmark. RCA also performs well on work-

loads where greedy, local decisions can hurt global load bal-

ance, such as bit-complement traffic.

RCA’s impact is reduced when the network diameter is

large, or when congestion is highly transient. A large net-

work diameter reduces the effectiveness of RCA designs

because, with a 50-50 weighting of local and propagated

contention metrics, small fluctuations in local metrics can

outweigh strong distant trends. To improve performance

of RCA in large meshes, one might consider tuning lo-

cal versus non-local weights, increasing RCA bit-width for

greater visibility, or using concentration to reduce network

diameter [3]. Highly transient traffic patterns also compli-

cate adaptive routing’s ability to get an accurate picture of
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Figure 11. Load-latency graph for four virtual

channels with bit-complement traffic.

network state, leading to some performance loss. This af-

fects any adaptive router design, although RCA reacts more

quickly to network state transitions than Local.

Among RCA variants, RCA Quadrant generally per-

forms the best, although the simplest RCA variant, RCA

1D, performs best on bit-complement and water-spatial.

RCA 1D shows that less information can sometimes pro-

vide a clearer picture of network state by reducing the noise

in congestion estimates. RCA Fanin performance typically

lies between that of RCA Quadrant and RCA 1D, reflecting

the attenuating effects of noise caused by aggregation of sta-

tus information from mutually exclusive routing quadrants.

Although area overheads for RCA are already extremely

low, as discussed in Section 4.2, we have found that RCA

can reduce router area requirements compared to the con-

ventional adaptive router. Across a number of simulated

workloads, a 4-VC RCA design is able to match or exceed

the performance of an 8-VC Local router, thus making RCA

an attractive option for area-constrained designs.

6 Conclusion

Effective routing algorithms make best use of the link

bandwidth and spread traffic as necessary to balance the

load. Ideal adaptive routing algorithms would accurately

predict future congestion and route each message to mini-

mize the contention. Since such an approach is unrealistic,

most adaptive routing algorithms employ simple local con-

gestion metrics in each router to determine where to next

send any given message. This paper introduces Regional

Congestion Awareness (RCA) which exploits non-local and

local congestion information. A light-weight monitoring

network aggregates and transmits metrics of congestion

throughout the network so that each router has a better pic-

ture of network hotspots. We present three variants of RCA

that differ in how routers contribute to the estimate of global

contention. The area overhead of RCA is minimal and its

logic lies off the router’s critical path. Overall, the RCA

variants we examine reduce latency and improve through-

put substantially over traditional local congestion metrics.

Such improvements to adaptive routing can greatly enhance

application performance or reduce cost at a given perfor-

mance level. Furthermore, our method of aggregating and

transmitting non-local congestion measurements can be ap-

plied to other minimally-adaptive routing algorithms.

While we have focused on meshes, our approach is ap-

plicable to other network topologies. For example, tori

are interesting topologies as they are amenable to simple

non-minimal dimension-order adaptive routing algorithms.

Such routing algorithms often include a phase in which

packets are routed minimally within a given quadrant of the

network, a phase to which RCA can be adapted directly.

We also expect that RCA can be extended to non-minimal

adaptive routing by simultaneously considering non-local

contention and hop-count toward the destination in each di-

mension. We will examine the details of integration of RCA

with non-minimal adaptive routing in our future work.
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