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ABSTRACT

We describe how to take a set of interaction traces produced by
different pairs of players in a two-player repeated game, and com-
bine them into a composite strategy. We provide an algorithm that,
in polynomial time, can generate the best such composite strategy.
We describe how to incorporate the composite strategy into an ex-
isting agent, as an enhancement of the agent’s original strategy.

We provide experimental results using interaction traces from
126 agents (most of them written by students as class projects) for
the Iterated Prisoner’s Dilemma, Iterated Chicken Game, and It-
erated Battle of the Sexes. We compared each agent with the en-
hanced version of that agent produced by our algorithm. The en-
hancements improved the agents’ scores by about 5% in the IPD,
11% in the ICG, and 26% in the IBS, and improved their rank by
about 12% in the IPD, 38% in the ICG, and 33% in the IBS.

Categories and Subject Descriptors

1.2.11 [Artificial Intelligence]: Distributed Artificial Intelli-
gence—Maultiagent systems

General Terms

Algorithms, Performance, Economics, Experimentation, Theory

Keywords

Agents, interaction, learning, multi-agent systems, prisoner’s
dilemma, repeated games

1. INTRODUCTION

To create new and better agents in multi-agent environments, we
may want to examine the strategies of several existing agents, in or-
der to combine their best skills. One problem is that in general, we
won’t know what those strategies are. Instead, we’ll only have ob-
servations of the agents’ interactions with other agents. The ques-
tion is how to synthesize, from these observations, a new strategy
that performs as well as possible.

In this paper we present techniques for taking interaction traces
(i.e., records of observed interactions) from many different pairs
of agents in a 2-player iterated game, and synthesizing from these
traces a new strategy called a composite strategy (see Figure 1).
We also show how an existing agent can enhance its performance
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Figure 1: A composite strategy is synthesized from records of
the interactions among many existing agents. An agent using

this strategy can potentially outperform the agents from whom
the interaction traces were obtained.

by combining its own strategy with the composite strategy. Our
contributions include the following:

e We give a formal definition of a composite strategy, and present
necessary and sufficient conditions under which a set of inter-
action traces from different agents can be combined together to
form a composite strategy.

e We provide a polynomial-time algorithm for synthesizing, from
a given set of interaction traces 7', a composite strategy that is
optimal, in the sense that it performs at least as well as any other
composite strategy that can be formed from 7.

e We provide a way to enhance an existing agent’s performance
by augmenting its strategy with a composite strategy.

e We provide experimental results demonstrating our algorithm’s
performance in the Iterated Prisoner’s Dilemma (IPD), Iterated
Chicken Game (ICG), and Iterated Battle of the Sexes (IBS), us-
ing interaction traces from 126 agents (117 written by students
as class projects, and 9 standard agents from the published lit-
erature). For each agent, we compared its performance with the
performance of our enhanced version of that agent. On the aver-
age, the percentage improvements in score were about 5% in the
IPD, 10% in the ICG, and 25% in the IBS; and the percentage
improvements in rank were about 11% in the IPD, 38% in the
ICG, and 33% in the IBS.

2. BASIC DEFINITIONS

Consider a two-player finite repeated game, such as the IPD. At
any time point ¢, two agents ¢ 4 and ¢ can choose actions a and
b from finite sets of actions A and B, respectively. Neither agent
learns what the other’s action is until after choosing its own action.
Throughout this paper, we will look at games from ¢ 4’s point of
view; i.e., ¢4 is “our agent” and ¢ g is the opponent.



We call the pair (a, b) an interaction between ¢4 and ¢p. We
assume interactions occur at a finite number of discrete time points
t1, to, ..., tn, where n is the total number of interactions.! An
interaction trace between ¢ 4 and ¢ is a sequence of interactions
7 = {(a1,b1), (az,b2),...(an, bn)), where a; and b; are the ac-
tions of ¢4 and ¢p at time t;.> The histories of ¢4’s and ¢p’s
actions are 7 = (a1, as,...,an) and 7% = (b1, ba, ..., by), re-
spectively. The history up to time t, is the k’th prefix of T, i.e., it
is the subsequence prefix, (7) = ((a1,b1), (az,b2), ... (ak,bk)).
7 and 72 are (a1, a9, ..., ax) and (by, by, ..., by), respectively.

A pure strategy is a function ¢ from histories into actions, that
returns the next action to perform. A mixed strategy is a pair
¢ = (®,A), where ® is a nonempty set of pure strategies and A
is a probability distribution over ®. To make it easy to distinguish
between pure and mixed strategies (or equivalently, between deter-
ministic and probabilistic agents), we’ll normally write the latter
with a line over it (e.g., ¢ rather than ¢).

An agent uses a strategy to determine what actions it should take
in every time point. A deterministic agent is one whose strategy is
a pure strategy, and a probabilistic agent is one whose strategy is
a mixed strategy. We often will use the same symbol (e.g., ¢4 or
¢B) to denote both the agent and its strategy.

When two deterministic agents ¢4 and ¢p interact, only one
possible interaction trace can be generated, namely the interac-
tion trace trace(¢a,dB) = Tn, where 7; is defined recursively
as follows: 79 = (), and 7541 = 75 o ((¢a(7;),¢B(7;))) for
i =1,...,n. We assume ¢ 4’s performance is measured by a util-
ity function U a(trace(¢a, ¢r)) > 0 that gives the reward for ¢4
when its opponent is ¢ .

Consider an agent ¢ that uses a mixed strategy (®5, Ap). We
will call the pure strategies in ® g the possible strategies for ¢ . In
each game, ¢ will choose one strategy ¢ € ®p according to the
probability distribution A g, and ¢ 4 will not know which strategy
was chosen. We call the chosen strategy ¢g’s actual strategy in
this game. The overall performance of ¢ 4 in its interactions with
& B is ¢ A’s expected utility, which is

E(¢a,d5) = » {Ap(¢) x Ua(trace(¢a,¢)) : ¢ € Pp}.

3. SYNTHESIS OF STRATEGIES FROM
INTERACTION TRACES

Section 3.1 presents an algorithm that can reconstruct the strat-
egy of a single agent ¢4, given a collection of interaction traces
generated by ¢4. Section 3.2 shows how to take a collection of
traces that were generated by more than one agent, and construct a
new strategy called a composite strategy, that combines parts of the
strategies of all of those agents. Section 3.3 gives an algorithm to
find the optimal one of these composite strategies.

3.1 Reconstructing an Agent’s Strategy

_ Suppose we play a pure strategy ¢4 against a mixed strategy
o5 = (P, A), where ® = {1, ¢2, ¢3}. Then the set of all possi-
ble interaction traces is

T = {trace(¢a, ¢;) : j € {1,2,3}}.

't is easy to modify our definitions and algorithms to handle games
in which the number of interactions can vary. But to simply our
discussion, we’ll assume the number of interactions is constant.
This formalism can easily model environments where the actions
are interleaved rather than occurring simultaneously, by specifying
that at odd time points ¢ 4’s action must always be a “null” action,
and similarly for ¢ at even time points.

Agent CA(T)  /*a composite agent synthesized from T */
1.4:=1;7;, =T

2. Loop until the end of the game

3. If 7; = 0, then exit with failure because 7 is insufficient

4. If7; # 0, then

5. A;:={a: (371 €T;) ais the i'th action of 74}

6. If |A;] # 1, then exit with failure because 7 is incompatible
7 If |A;| = 1, then let a; be the action in A;

8 Output a; and receive the other agent’s action b;

9

. T =T;
10. For each 7 € 7;,
11. If the 4'th interaction in 7 isn’t (a;, b;), remove 7 from 7/

12. Z+1:Z?§l;i::i+l

Figure 2: The pseudocode of a composite strategy.

T contains enough information for us to construct a new strategy
¢ whose interaction traces with ¢ will be exactly the same as
¢a’s. Figure 2 gives the pseudocode for an agent CA(7") that can
generate and play the strategy ¢7. We will call CA(7") a composite
agent, and ¢ a composite strategy. The strategy ¢ generated by
CA is partial, i.e., it is only defined over some of the possible his-
tories. However, as we will see in Theorem 1, ¢ is ¢ p-total, i.e.,
it is defined over the set of all histories that can are possible when
playing it against ¢5. In other words, in any history 75, of inter-
actions between ¢ and & B, ¢ will always be able to determine
what its next action ax+1 should be.

To see how the CA agent works, suppose that the three interac-
tion traces in 7 are

((C,0),(C,D),(D,0)),
((C,0),(C,0),(C,C)),
T3 = <(C’ D)7 (Cv D)7 (D,C)>

Next, suppose we play CA(7) against ¢. Since ¢4’s first action
is C' in all three traces, we have A; = {C'} at Line 5 of CA, so
CA(T) returns a; = C as its first action. Suppose (5 B’s first action
is C. Then ¢p cannot be using the strategy that produced 73, so
Line 11 of the agent removes 73 from 77, leaving 71 and 72 in T3.
Hence in the next interaction with ¢z, CA(7") will choose az = C.
Suppose ¢5’s second action is b, = D. Then 75 is removed from
T3, and CA(T)’s next action is D. Hence that the composite agent
CA(T) ended up “replaying” the interaction trace 7.

The following theorem provides a condition under which CA(7)
will always generate the same action that ¢4 would generate
against ¢ p:

T1

T2

THEOREM 1. Let ¢4 and ¢ = (P, Ag) be pure and mixed
strategies, respectively. If T = {trace(¢a,d) : ¢ € Pp}, then
trace(CA(T), ¢) = trace(pa, @) for every ¢ € Pp.

Sketch of Proof. Due to limited space, we only sketch the proof
here. Without loss of generality, let ¢ be the actual strategy of ¢z,
and let 7 = trace(¢pa, ¢) be the interaction trace between ¢4 and
¢. Suppose there exists 7 such that (a;, b;) at Line 8 of Figure 2 is
not the ¢’th interaction (aj, ;) in T, but, for 1 < j < 4, (ay, b;)
is the j’th interaction in 7. First, all interaction traces in 7; have
the same prefix up to the (¢ — 1)’th iteration (any traces without
this prefix were removed at Line 11 on a previous iteration) and
¢4 is a deterministic agent. Therefore all traces in 7; (including
7) have the same 7’th action a;, and the composite agent will cer-
tainly output a; at the iteration i. Thus, a; = aj. Second, ¢ will
certainly output b; at the 4’th interaction, given the action sequence
ai,as,...,a;—1 asits inputs; that is, b; = b;. Hence, a contradic-
tion occurs. Therefore (a;, b;) at Line 8 of Figure 2 is always the



¢’th interaction in 7, and trace(CA(7), ¢) = . O

3.2 Constructing New Strategies

The previous section showed how to reconstruct a strategy of a
single agent ¢ 4 against an agent ¢, given ¢ 4’s interaction traces
with ¢. The same approach can be used to construct new strate-
gies from a collection of traces generated by more than one agent,
provided that two conditions, called compatibility and sufficiency,
are satisfied.

To illustrate the notion of compatibility, consider two well-
known strategies for the IPD: Tit-For-Tat (TFT) and Tit-For-Two-
Tats (TFTT). In the usual setting, the optimal strategy against TFT
is to cooperate in every iteration, and the optimal strategy against
TFTT is to defect and cooperate alternatively. For an IPD game
of five iterations, these can be represented by the following two
interaction traces:

((C,0),(C,0),(C,C),(C,C),(C,C)),
T2 = <(D,C), (Cv C)v (D,C), (Cv O)v (D,C))

However, no pure strategy can generate both of these interaction
traces, because in the first interaction, no agent can choose both
Cooperate and Defect simultaneously. Thus, there is no single
agent that can act optimally against both TFT and TFTT, and we
say that 71 and 7 are incompatible with each other. If we run
CA({71,72}), it will return an error message at Line 6 of Figure 2.

Now consider an agent that defects in the first itera-
tion and then cooperates for the rest of a game. When
this agent plays against TFT, the interaction trace is 73 =
((D,0),(C,D),(C,C),(C,C),(C,C)). Although this strategy
is not optimal against TFT, it is compatible with T2: both 7> and
73 produce D for a1 and C' for az; and the opponent’s response at
the end of the 2nd interaction gives us enough information to decide
which of 75 and 73 to use thereafter. If the opponent’s second action
b2 is C, then we discard 73 and continue with 72, and if b3 is D, we
discard 72 and continue with 73. This is exactly what CA({72, 73})
does when it plays against a mixed strategy that includes TFT and
TFTT.

We now formalize the concepts introduced in the above example,
to provide necessary and sufficient condition on 7 for the synthesis
of a composite strategy.

T1

DEFINITION 1. The longest common prefix of two action se-
quences o = (a1, az,...,a,) and o/ = {(a},as,...,ay) is the
longest action sequence lcp(av, ') that’s a prefix of both o and o'

We now define a condition called compatibility, that (as we’ll see
in Theorem 2) is necessary for a set of interaction traces 7 to be
used successfully by CA. The interaction traces do not all need to
be generated by the same agent.

DEFINITION 2. Two interaction traces 71 and T> are compati-
ble if either (1) 7i* = 75", or (2) |lep(r{*, 75)| > |lep(r, 7).
Otherwise, T1 and T are incompatible.

DEFINITION 3. A set T of interaction traces is compatible if

and only if there is no incompatible pair of interaction traces in 7.

Even if a set 7 of interaction traces is compatible, CA(7") will not
always be able to use them against ¢ unless there is at least one
interaction trace for each of ¢ ’s possible strategies. The following
definition formalizes this notion.

DEFINITION 4. Let ¢p = (®B,AB) be a mixed strategy.
A set T of interaction traces is ¢p-sufficient if and only if for

every strategy ¢ € ®p, T contains an interaction trace T =
((a1,b1), ..., (an, bn)) such that the action sequence (by, . .., by)
can be generated by ¢ given (a1, . .., an) as its inputs.

The following theorem shows that compatibility and ¢p-
sufficiency are necessary and sufficient to guarantee that CA(7)
will always be able to play an entire game against ¢ .

THEOREM 2. The composite agent CA(T ) will never exit with

failure when it plays against an opponent ¢ = (Pp, Ap), if and
only if T is compatible and ¢ -sufficient.

Sketch of Proof. The “only if” part is trivial. For the “if” part, sup-
pose 7T is compatible and ¢ z-sufficient. Without loss of generality,
let ¢ be the strategy that ¢5 chooses to use at the start of the game.
By induction on ¢, we prove that CA(7) does not exit with failure at
the 4’th iteration. More precisely, we prove (1) |4;| = 1 at Line 6,
and (2) there exist 7 € 7; such that 7 can be generated by ¢ (i.e.,
T; # 0 at Line 3), for 1 < ¢ < n. First, let us consider : = 1. For
any two interaction traces 71,72 € 7, the first actions in 7 and
74" must be the same since 7 is compatible. Therefore, |A;| = 1.
Since T is ¢p-sufficient and ¢ 5 is nonempty, it follows that there
is at least one interaction trace 7 € 7 that can be generated by ¢.
Thus, 71 # 0. Now consider ¢ = k + 1. Suppose |Ax| = 1 and
there exist 7 € 7}, that can be generated by ¢. First, since all traces
in 7y have the same prefix up to the (k — 1)’th iteration and ¢ is
a pure strategy, ¢ will return a unique by, at Line 8, which is the
k’th action of 7 (otherwise 7 is not generated by ¢). In addition,
by Definition 2, for any two interaction traces 71, 72 € 7y, the first
k actions in 7i* and 75' must be the same. Thus, the &’th action of
74 must be ax, the action generated at Line 8. Therefore, (ax, by,)
is the 7’th interaction of 7, and 7 will not be removed from 7}, at
Line 11. Hence 7 € T4 since Tx+1 = 7. at Line 12. Second,
|Ak+1] > 1 because |Tx41| > 1. Third, at the start of each iter-
ation k + 1, all interaction traces in 741 have the same prefix up
to the k’th iteration (any traces without this prefix were removed
at Line 11 on a previous iteration). By Definition 2, for any two
interaction traces 71,72 € 7Ti+1, the first £ 4 1 actions in TlA and
75" must be the same; and consequently |Ax 1| < 1. Therefore,
|Ak+1] = 1. By induction, |A;| =1and 7; # 0,for1 <i < n. O

3.3 Finding the Best Composite Strategy

We now consider the problem of finding a strategy against a
mixed strategy. It is not difficult to show by reduction from 3SAT
that the problem of finding an optimal strategy—a strategy with
the highest expected utility against a mixed strategy—is NP-hard.
Therefore, instead of finding the optimal strategy, we find the best
composite strategy that can be synthesized from a given set of inter-
action traces, and then experimentally show that the best composite
strategy can perform pretty well in practice.

Let 5 = (® 5, Ap) be a mixed strategy. Suppose we are given
a set Tp of interaction traces that were played against ¢p; and
suppose that for each interaction trace 7 € 7, we know the utility
U 4 (7) for the agent that played against ¢ . Let

T = {7 C 75 : T is compatible and ¢ z-sufficient};

and for each 7 € T, let ¢ be the composite strategy constructed
from 7. Then the optimal composite strategy problem is the
problem of finding a composite agent ¢~ such that 7* € T and
E(¢r+,¢5) > E(é1,d5) for every T € T. We say that ¢+ is
(T5, ¢B)-optimal.

Here is another formulation of the optimal composite strategy
problem that’s equivalent to the above formulation. Suppose we are
given sets of interaction traces 71, . . . , 7, from games against sev-
eral different agents ¢1, . . ., ¢m, and for each 7; € 7; we are given



Procedure CIT(k,{7; }i=1,...,m, {pi }i=1,...,m)

If & > n, then /* n is the maximum number of interactions */
For ¢ = 1 to m, choose any one trace, namely r;, in 7;
Return ({7i}i=1..m» 2_j—q. mipi X U(T)})

Else
A ={ag : ((aj,b5))j=1..n € T;},fOri:=1..m
B; := {bk : <((l]',b]')>j=1“n (S 7—1}, fori:=1..m
A=A NAsN...NAn; B :=B1UBU...UBy,,

If A" =0, thenreturn (@, —1)  /*incompatibility detected */
If | B;| # 1 for some ¢, then exit with failure.

10. Fori:=1tom

11.  Partition 7; into 7;2° for each pair (a,b) € A’ x B’ such that

12. T2 :={r € 7; : the K'th interaction in T is (a, b)}

13. For each (a,b) € A’ x B’

14, T .= {7 :1<i<m,T +£0}

15. P .= {p;:1<i<m, T ¢ T}

16.  (T.2°,U2%) :=CIT(k + 1, Tab ,Pab)

17. Foreacha € A’

18. 1fUsb > 0forall b € B/, then

9. To:= UbeB’{Zfab}? U = 2 ben Ugb

20. Else /*le., 'Z;“b is not a solution for some b € B’ */
21. T i =0:Uq := — /* i.e., no solution ¥/

22. g™ ;= arg maxaeAr{Ua} Return (T maz Uamaz)

CoONoOGO AWM~

/* call CIT itself */

Figure 3: The pseudocode of the CIT algorithm.

the utility U 4 (7;) for the agent that played against ¢;. Furthermore,
suppose we are given numbers p1, . . . , pm such that p; is the proba-
bility that we’ll need to play against ¢;. Now, consider the problem
of finding a strategy with an optimal expected utility against these
agents. This is equivalent to an optimal composite strategy problem
inwhich7g = {71 U...U T} and é5 = ({@1,...,Pm}, A),
where A(¢;) = p; for each 1.

As an example, suppose we want to play the IPD against two
agents ¢1 = TFT and ¢» = TFTT, who will be our opponents
with probabilities p; = 0.7 and p2 = 0.3, respectively. Suppose
we are given 7; = {71, 72, T3}, where

T = <(Cv C)v (C: C)7 (D,C», UA(T1) = 11.0;
T2 = <(D,C),(C7D),(C,C)>, UA(7'2) :80,
73 = <(D7C)7(D D)v(DvD»; UA(TS):7~O;
and 75 = {71, 73, 75}, where
= <(C’ C)? (C’ C)? (C’ C)> UA(T{) =9.0;

(D,C),(C,C),(D,C)y: Ua(ri) = 13.0;
((D,C),(D,C),(D,D)); Ua(rs) = 11.0.

We can map this into the optimal composite agent problem by let-
ting pp = (®p,Ap)and T = T3 U T, where @5 = {¢1, P2},
AB((Z)l) = 0.7, and AB(¢2) =0.3.

There are nine subsets of 7 that contain one trace for each
of ¢1 and ¢2 (and hence are ¢ p-sufficient), namely {7;, 7} for
j = 1,2,3and k = 1,2,3. Only two of these nine sets are
Compatlble {72, 75} and {7-3,7'3} Of the two sets, {7-2,7'2} is
the (’TB, $p)-optimal one, because E({72,73},¢5) = 9.5 >

E({rs,73},$B). Hence, our (75, ¢p)-optimal strategy
is to choose D and C in the first two iterations, and then choose C'
(or D) in the third iteration if the opponent chooses D (or C') in the
second iteration, respectively.

Figure 3 shows an algorithm, CIT, that can be used to solve the
above problem. CIT is a recursive algorithm that works by analyz-
ing interaction traces played against a set of agents {1, ..., Pm }.
Its inputs include, for each ¢;, a set of interaction traces 7; and a
probability p; that we’ll have ¢; as our opponent; and a number &
that represents how many moves deep we have gone in our analysis
of the interaction traces.

/
1
/
T2
/
T3

[ {71, 72, 5307 {7, 73, 74} ]

EU = max(9.5) = 9.5

a=C a=D
S5 \
{r}°7 {r}}°3 (. )°7 {7571
| EU=9.5
b=C
”””””””””””””””””””””””” [ T M)

({7 {5 7))

EU = max(9.5,8.2) = 9.5

{7_1 }0.7 {,7_1/ }0,3

a=C a=C a=D
s3 l s7 / s14
[{7_1}0,7 {7_1/}0.3] [{Tz}m {75}0'3] [{7;3}0'7 {7§}0'3]
EU=3.9+5.6=9.5 EU=3.3+4.9=8.2
bv=C b=C b=D b=C b=D
I ss 4 siL N sis J s18 N k- k=3
[{7_1}0,7 {T]/}o.:aj [-Tz}o 3] [{T2}0 7] [{T/}mj [{7_ 3o 7]
‘EU =3.9 ‘EU =5.6 EU 3.3 EU 4.9
Incompatible !
S12 S16 S19
‘EU 3.9 ‘EU 5.6 EU 3.3 EU 4.9
b=C b=C b:D b=D
""""""""""""""""""" ts13 T
ED @D @D )

EU=0.3x13=3.9 EU=0.7x8=5.6 EU=0.3x11=3.3 EU=0.7x7=4.9

Figure 4: The search space of the CIT algorithm.

Example. We’ll now illustrate CIT’s operation on the same exam-
ple that we discussed earlier. In Figure 4, the node SO represents the
initial call to CIT. The two sets of traces are 7; and 7> described
earlier, and the superscripts on these traces are the probabilities
p1 = 0.7 and p2 = 0.3 described earlier.

Each path from SO to the bottom of the tree is one of the interac-
tion traces; and the value k£ = 1 at SO indicates that we’re currently
looking at the first interaction in each trace.

At the k’th interaction for each k, we need to consider both our
possible moves and the opponent’s possible moves. Although these
moves are made simultaneously, we can separate the computation
into two sequential choices: for each value of k, the higher layer
of nodes corresponds to our possible moves, and the lower layer of
nodes corresponds to the opponent’s possible moves. In the higher
layer, the expected utility of each node can be computed by taking
the maximum of the expected utilities of the child nodes; hence we
call these nodes max nodes. In the lower layer, the expected utility
of each node can be computed by adding the expected utilities of
the child nodes; hence we call these nodes sum nodes.’

In our example, the max node at k£ = 1 is SO, and the sum nodes
at k = 1 are S1 and S5. The edges between the max node and the
sum nodes correspond to our actions that can lead from the max
node to the sum nodes. For instance, if our action is C' at SO, the
next sum node is S1; otherwise, the next sum node is S5. The
edges between the sum nodes at £ = 1 and the max nodes at k = 2
corresponds to the actions that can be chosen by the opponent. At
k = 1, the opponent can only choose C, but at S7 at k = 2, the
opponent can choose either C' or D, thus leading to two different
max nodes S8 and S11. A terminal node corresponds to the set of
interaction traces that are consistent with the actions on the path

$Mathematically, what we’re computing here is a weighted aver-
age; but each number has already been multiplied by the appropri-
ate weight, so we just need to add the numbers together.



from SO to the terminal node. The expected utility of a terminal
node is the sum of the probability of the set of interaction traces
(denoted by the superscripts in Figure 4) times the utility of any
interaction trace in the set. For instance, at S10, the expected utility
is >, 1 dpi x Ua(m)} = 0.3 x 13 = 3.9. Notice that all
interaction traces in a set of interaction trace of a terminal node are
the same; thus the algorithm chooses any 7; from 7; at Line 2 since
they all have the same utility.

The CIT algorithm basically does a depth-first search on a tree
as shown in Figure 4, and propagates the expected utilities of the
terminal nodes to SO together with the compatible set of interaction
traces that gives the expected utility. The expected utility of a max
node is the maximum of the expected utilities of its child nodes,
whereas the expected utility of a sum node is the sum of the ex-
pected utilities of its child nodes. Notice that at each max node the
CIT algorithm will check the compatibility of the set of interaction
traces of the node at Line 8. For example, at S4 the algorithm dis-
covers that 71 and 71 are incompatible. Then a failure signal (the
expected utility —1) is passed from S4 to the ancestor nodes. The
max nodes and the sum nodes would then ignore the solution with
a failure signal, thus eliminate the incompatibility. This is one of
the key difference between the CIT algorithm and other search al-
gorithms for game trees or MDPs—the CIT algorithm directly op-
erates with interaction traces and checks the incompatibility among
them as the search process proceeds.

Running time. To achieve efficient performance in CIT we have
used some indexing schemes that we will not describe here, due
to lack of space. CIT’s running time is O(nlM), where n is the
number of iterations and M = """ |7;|. In practice, the CIT
algorithm is very efficient—it can find the optimal solution from a
database of 500, 000 interaction traces in less than 15 minutes on a
computer with a 3.8GHz Pentium 4 CPU and 2GB RAM.

Discussion. At first glance, CIT’s search space (see Figure 4) looks
somewhat like a game tree; but there are several important differ-
ences. First, our purpose is to compute an agent’s entire strategy
offline, rather than having the agent do an online game-tree search
at every move of a game. Second, we are not searching an entire
game tree, but are just searching through a set of interaction traces;
hence the number of nodes in our tree is no greater than the total
number of interactions in the interaction traces. Third, game-tree
search always assumes, either explicitly or tacitly, a model of the
opponent’s behavior.* Rather than assuming any particular model
of the opponent, we instead proceed from observations of agents’
actual interactions.

3.4 Using a Base Strategy

Recall that CA(T)’s strategy is partial. In particular, although
CA(T) will never exit with failure when playing against ¢z when
7 is compatible and ¢p-sufficient, it might do so if we play it
against another opponent ¢c = (®c, Ac) for which 7 is not
&c-sufﬁcient. However, in iterated games such as the IPD, there
is enough overlap in the strategies of different agents that even if
¢ was not used to construct any of the traces in 7, 7 may still be
dgc-sufﬁcient.

*For example, minimax game-tree search assumes that the oppo-
nent will always use its dominant strategy. In perfect-information
games such as chess, this opponent model has worked so well that it
is taken more-or-less for granted. But in an imperfect-information
variant of chess, it has been shown experimentally [13] that this
model is not the best one—instead, it is better to use a model that
assumes the opponent has very little idea of what its dominant strat-
egy might be.

Agent MCA(TB, A, ¢pase)  /* a modified composite agent */

1. T* :=CIT(0,7p,A) /%T* is (Tp, ¢ B)-optimal */

2. ¢4 :=CA(T*) /% ¢ A is a composite agent ¥/

3. Loop until the end of the game

Get an action a from ¢ 4

If ¢ 4 fails, then get an action a from ¢y and ¢4 := Ppase
Output a and receive the other agent’s action b

Give bto ¢ 4 as its input

No o s

Figure 5: Algorithm for a composite agent with a base strategy.

Even if 7 is not ¢c-sufficient, CA(7) may still be able to play
against ¢ most of the time without exiting with failure. To handle
cases where CA(7) does exit with failure, we can modify the CA
algorithm so that instead of exiting with failure, it instead uses the
output produced by a “base strategy” ¢pqse, Wwhich may be TFT or
any other strategy. We call this modified algorithm the modified
composite agent (MCA), and its pseudo-code is shown in Figure 5.
A modified composite agent may be viewed in either of two ways:

e As a composite strategy that can use ¢pqse When the composite
strategy is insufficient.

e As an enhanced version of ¢pqse, in which we modify ¢pase’s
moves in cases where the set of traces 7g might yield a better
move. From this viewpoint, 73 is a case base that is processed
by the CIT algorithm so that cases can be selected quickly when
they are appropriate.

4. EXPERIMENTAL EVALUATION

We evaluated our technique in three well-known games: the Iter-
ated Prisoner’s Dilemma (IPD), the Iterated Chicken Game (ICG),
and the Iterated Battle of the Sexes (IBS). The IPD and ICG are
the iterated versions of the Prisoner’s Dilemma [1] and the Game
of Chicken [5], whose payoff matrices are:

. i Player B
Prisoner’s Dilemma Cooperate (C) Defect (D)
Cooperate (C) (3,3) (0,5)
P1 A
aver Defect (D) (5,0) (1,1)
. Player B
Chicken G
feken ame Cooperate (C) Defect (D)
Cooperate (C) (4,4) (3,5)
P1 A
ayer Defect (D) (5,3) (0,0)

The IBS is the iterated version of the Battle of the Sexes [11],
whose payoff matrix is shown below. To allow arbitrary agents
to play against each other without having to take on different roles
(hence different strategies), we needed to reformulate the IBS to
make the roles of Husband and Wife interchangeable. This was
quite easy to do, as shown in the following matrix: for the Wife
we renamed Football to C and Opera to D; and for the Husband we
renamed Football to D and Opera to C.

Husband
Battle of the S
attie of the sexes D (was Football) C (was Opera)
wife | C (was Football) (1,2) (0,0)
D (was Opera) (0,0) (2,1)

4.1 Experimental Design

To obtain a large collection of agents for the games, we asked the
students in several advanced-level Al classes to contribute agents.
We did not tell the students the exact number of iterations in each



game, but did tell them that it would be at least 50 (in all of our
experiments we used 200 iterations). The students contributed 43
IPD agents, 37 ICG agents, and 37 IBS agents. For each game, we
also contributed 9 more agents that used the following well-known
strategies: ALLC, ALLD, GRIM, NEG, PAVLOV, RAND, STFT,
TFT, and TFTT.’ This gave us a total of 52 IPD agents, 46 ICG
agents, and 46 IBS agents. In the rest of this section, we’ll call
these the original agents, to distinguish them from the composite
agents generated by our algorithms.

For each agent ¢, we wanted to find out how much improvement
we could get by replacing ¢ with a modified composite agent whose
base strategy is ¢. We investigated this by doing a 5-fold cross-
validation experiment that worked as follows.

For each of the three games (IPD, ICG, and IBS), we took our
original set of agents for the game, and randomly and evenly par-
titioned it into five subsets @1, o, P3, P4, P5. Then we repeated
the following steps five times, once for each ®;:

1. For the test set ®tcst, we chose ®;. For the training set
Ptrain, we chose U, ., ©;.

2. We ran a 200-iteration tournament (the details are described
below) among the agents in ®¢,q:n (With one modification,
also described below), and let 7¢,q;r be the set of all interac-
tion traces recorded in this tournament.

3. For each agent ¢ € ®irqin, we played 100 tournaments,
each 200 iterations long, involving ¢ and all of the agents
in ®;.s¢. We calculated the agent’s average score, which is

1
equal 0 T55575,757T Do1<1<100 Dadyedyes, | the score of ¢
when it plays against ¢y, in the {’th tournament}.

4. Likewise, for each agent ¢ € ®¢rqin, we played 100 tourna-
ments, each 200 iterations long, involving a modified com-
posite agent ¢’ = MCA(Z¢rain, A, ¢) and all of the agents
in ®ycs¢, where A is a uniform probability distribution over
®4rqin. Apart from the average score of ¢’, we also recorded
the frequency with which ¢’ used its base strategy ¢.

All of our tournaments were similar to Axelrod’s IPD tourna-
ments [1] and the 2005 IPD tournament [8]. Each participant
played against every participant including itself (thus a tournament
among n agents consists of n? iterated games).

One problem in Step 2 is that MCA’s input needs to come from
deterministic agents, but many of our students’ agents were prob-
abilistic (see Table 1). We handled this problem as follows. Each
probabilistic agent ¢ used a random number generator for which
one can set a starting seed. By using ten different starting seeds,
we created ten determinized versions of ¢; and we generated inter-
action traces using the determinized agents rather than ¢.

Note that we used the determinized agents only during training.
The modified composite agents generated from the training data
are quite capable of being played against probabilistic agents, so
we played them against the probabilistic agents in our tests.

4.2 Experimental Results

Table 2 tells how many traces, on average, were collected for
each type of game, and how many traces were in the composite
strategies generated by CIT.

In each experiment, we calculated 4 average scores for each
agent (one for each test sets that did not contain the agent) and
4 average scores for each MCA agent. We repeat the above ex-
periment 100 times using different partitions and random seeds.

>These are often used as standard strategies; e.g., they were used
as standard entries in the 2005 IPD tournament [8].

Table 1: Among the original agents, how many of each type.
IPD ICG IBS
Deterministic agents 34 22 17
Probabilistic agents 18 24 29

Table 2: Average number of interaction traces collected dur-
ing the training sessions, before and after removing duplicate
traces, and average number of interaction traces in the com-
posite strategies generated by the CIT algorithm.

IPD ICG IBS
Before removing duplicates | 29466.0 44117.4 60470.5
After removing duplicates 7452.0 25391.5 29700.8
Composite strategies 171.2 209.6 245.6

Figure 6 shows the agents’ overall average scores, each of which
is an average of 400 average scores. Since each average score
is an average of 100 X |®ics¢| scores, each data point in Fig-
ure 6 is computed from the scores of 40000 x n games, where
n is the average number of agents in the test sets. Hence in
the IPD, each data point is computed from the scores of approx-
imately 415769.2 games, and in both the ICG and the IBS each
data point is computed from the scores of approximately 367826.1
games. The data file of the experiments can be downloaded at http:
/Iwww.cs.umd.edu/~chiu/papers/Au08synthesis_data.tar.gz.

Figure 6 includes three graphs, for the IPD, ICG, and IBS, re-
spectively. In each graph, the = axis shows the agents and the y axis
shows their scores. The lower line shows the performance of each
original agent ¢ (the agents are sorted in order of decreasing over-
all performance). The upper line shows the average performance of
the corresponding MCA agents.

From the graphs, we note the following. In all three games, the
average scores of the MCA agents were as good or better than the
corresponding base agent. In the IPD, the differences in perfor-
mance were usually small; and we believe this is because most IPD
agents have similar behaviors and therefore leave little room for
improvement. In the ICG and IBS, the differences were usually
quite large. Finally, in all three games, the MCA agents performed
well even when their base agents performed poorly. For example,
in the IPD and the IBS, when we incorporated our composite strat-
egy into the weakest of the existing strategies, it more than doubled
that strategy’s score.

Figure 7 shows the increase in rank of an agent after incorpo-
rating the composite strategy into it, while all other agents did not
incorporate the composite strategy. We can see that the ranks of
most agents increased after the modification. We conducted sign
tests to see whether the overall average scores of MCAagents are
greater than that of the original agents. The p-values of one-sided
sign tests are less than 0.00001 in all games. Therefore, the MCA
agents are significantly better at the 99.9% level.

Table 3 shows the average improvement that each MCA agents
provided relative to the corresponding original agent. On the av-
erage, the percentage improvements in score were about 5% in the
IPD, 11% in the ICG, and 26% in the IBS; and the percentage im-
provements in rank were about 12% in the IPD, 38% in the ICG,
and 33% in the IBS.

Table 4 shows how frequently the MCA agents invoked their
base agents. We can make the following observations.

e In more than 84% of the IPD games, the MCA agents did not
need to use their base strategies at all. In other words, the
MCA agents’ composite strategies worked successfully through-
out those games, even though the games were played with oppo-
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Figure 6: Overall average scores of the base agents and the
MCA agents. The agents are displayed on the x axis in order of
decreasing score of the base agent. The error bars denote the
95% confidence intervals of the overall average scores.

nents other than the ones used to build the composite strategies.
One possible the reason for this high reusability of interaction
traces is that the IPD is a well known game and thus most of the
original strategies are similar to certain well-known strategies
such as Tit-for-Tat.

e In the ICG and IBS, the MCA agents invoked their base strate-
gies a little more than half of the time. We think the reason for
this is that there was more diversity among the original strate-
gies, perhaps because these games are not as well-known as IPD.
But even though the MCA agents used their composite strate-
gies less frequently than in the IPD, the composite strategies
provided much more improvement, relative to the base strategy,
than in the IPD. In other words, the places where MCA was used
its composite strategy provided a much bigger enhancement to
the base strategy’s performance.

5. RELATED WORK

Reinforcement learning. One similarity between our approach
and reinforcement learning is that our technique improves an
agent’s performance by incorporating previous experiences. But
reinforcement learning agents usually use on-line learning (e.g., Q-
learning agents learn and improve their policy during acting), while
our composite agent uses off-line learning to produce a composite
strategy that can then be incorporated into an agent.

A more important difference is that our technique does not re-
quire us to know the set of all possible states of the other agents, as

=-IPD !
-=1CG

Rank Increases

Figure 7: Increase in rank of each enhanced agent, relative to
the corresponding base agent. The x axis is as in Figure 6.

Table 3: Average increases in score and rank of the MCA
agents, relative to the corresponding original agents.

IPD ICG IBS
Average MCA agent score 582.69 856.37 262.47
Average original agent score 553.62 77438 208.73
Average difference in score 29.08 8199  53.74
Average % difference in score 53% 10.6% 25.7%
Average increase in rank 6.0 17.4 15.2
Average % increase in rank 11.5% 37.8% 33.0%

Table 4: Average frequency of invocation of base strategies.
IPD ICG IBS
Average percentage of games | 154% 52.7% 54.4%

opposed to most existing work on POMDPs or learning automata,
in which the set of all possible states must be known beforehand.
In open environments such as IPD tournaments in which the oppo-
nents’ strategies are not known, it would be difficult, if not impossi-
ble, to identify all possible states of the opponent’s strategy. More-
over, the Markovian assumption intrinsic to a policy or automaton
does not always hold because an agent’s decision can depend on the
entire history in a game. Our paper demonstrates that it is possible
to perform well in certain open environments such as the IPD with-
out knowing the set of the opponents’ internal states. To the best
of our knowledge, contemporary reinforcement learning techniques
are, unlike our techniques, not yet efficient enough to compete with
strategies such as TFT and Pavlov in the IPD. In future, we would
like to run a much wider variety of experiments to see whether our
technique can be applicable in other open environments.

Modeling other agents. One approach for playing against a given
opponent is to develop an opponent model that predicts the oppo-
nent’s likely behavior [3, 4, 7]. This model is then used to aid in
developing strategies against that opponent. In contrast, we focus
on generating strategies directly from observations, without con-
structing an explicit opponent model.

Case-based reasoning.  Our technique has some similari-
ties to Derivational Analogy [15] and the reuse of macro ac-
tions/operators [9], in which records of a problem-solver’s deci-
sions or actions are used to solve new problems. Most work on
derivational analogy and macro actions focuses on problems in
which there is no need to interact with the environment during prob-
lem solving. But there are some works on using derivational anal-
ogy or macro actions in interactive environments [2, 12, 14]. In
these domains, it would be beneficial not to discard the observation
sequences generated by the environments, since the observation se-
quences capture important information that can be used to deter-
mine whether an agent can utilize two different action sequences in



the same problem (see Definition 2). Our work pushes this idea fur-
ther by showing how to construct a strategy from interaction traces.

Case-based reasoning techniques have been used to improve ex-
isting reinforcement learning techniques [6, 16]. But so far case-
based reasoning played a supporting role only in these work. In
contrast, our technique generates fully-functional agents out of pre-
vious problem solving experiences, without the help of existing re-
inforcement learning techniques.

The winner of the 2005 IPD tournament is based on some sort of
case-based reasoning technique [10]. Similarly, the winning strat-
egy of our ICG tournament is a combination of three different ways
to deal with three different type of opponents. The success of these
strategies compels us to believe that one way to dominate mono-
lithic strategies such as Tit-for-Tat is to combine the winning strate-
gies for different type of opponents together.

One problem with the case-based reasoning strategies mentioned
in the above paragraph is that the ways they combine strategies
together are quite ad hoc, and only manage to consider a handful of
possible opponents’ strategies. Our work shows a systematic way
to combine strategies that can be scaled up to handle a large number
of different opponent’s strategies.

6. SUMMARY AND FUTURE WORK

The idea that an agent can improve its performance by observing
interactions among other agents is not new. What is new in this
paper is how to do it without the knowledge of the set of opponents’
internal states. In open environments such as IPD tournaments, we
know little about the opponents’ strategy, let alone the current state
of the opponents’ strategy. Hence methods that do not require us to
know the opponents’ states can be quite valuable in such domains.

To avoid using the notion of states or belief states as in poli-
cies or automata, our approach directly selects and combines the
records of the other agents’ interactions to form a partial strategy
called a composite strategy, which maximizes the expected utility
with respect to an estimated probability distribution of opponents
that can possibly generate those interactions, without knowing the
states or other details of the strategies of these opponents. The com-
posite strategy can be used to decide how an agent should respond
to typical behaviors of opponents in an environment. Out of a set
of 126 agents in three iterated games (the IPD, ICG, and IBS), our
technique significantly improved the agent’s rank (compared to the
other agents) after incorporating the partial strategy.

In future, we would like to address the following issues:

e In iterated games such as the IPD, ICG, and IBS, players fre-
quently encounter the game situations that have been seen be-
fore; hence combining the interaction traces was sufficient to
provide large increases in an agent’s performance. By itself, this
would not be suitable for large-scale non-iterated games such
as chess, where games among experts usually lead to situations
that no player has ever seen before. We would like to develop
a way to combine our technique with game-tree search, to see
how much that extends the scope of the technique.

e A significant limitation of our technique is that it requires an es-
timate of the probability with which we’ll encounter each of op-
ponents we have observed. In the future, we would like to study
how to estimate the probability from a database of interaction
traces and modify our techniques to alleviate this requirement.

e We’'ve done preliminary tests on some nondeterministic
partially-observable planning domains (e.g., transportation do-
mains with unknown traffic patterns). Our approach worked
quite well in our tests, but we need to do larger cross-validated
experiments before reporting the results. In future, we intend to

generalize our method for domains that are more complicated
than two-player repeated games.

e Our current formalization cannot handle problems whose hori-
zon is infinite. We would like to see how to extend our algorithm
to deal with interaction trace of potentially infinite length.
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