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1 Overview

In the last class we studied the Balls in Bins problem and proved the max load bound of θ( logn
log logn).

Today, we look at the power of two choices, where for each ball, we look at two random bins and
assign to the lesser loaded bin.

2 Intuition

Let vi be the number of bins with at least i balls, it is easy to see that v4 ≤ n
4 . Therefore the

probability that a ball will push a bin from (at least) 4 to 5 is a most:(v4

n

)2
≤ 1

16

since the two choices need to be two of the v4 bins with at at least 4 balls. Then v5 ≈ n
16 . By the

same argument,

v6 ≤ n
(v5

n

)2
=

n

256

and
vk ≤

n

22k−1

which suggests that the max load is θ(log log n)

3 Analysis

Notations

• vi(t) = number of bins of height ≥ i after t balls.

• ht = height of the t-th ball.

Claim 1. ∀t ≤ n, vi(t) ≤ βin with high probability (1− 1
nc ), where

• β4 = 1
4

• βi+1 = 2β2
i
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Figure 1: A histogram of the height of the bins. The shaded area is the number of tall balls:
∑
Yt

Proof. By induction.

Base case i = 4 is trivial.

Inductive Step. Let Yt = 1 if

• ht ≥ i+ 1

• vi(t− 1) ≤ βin

(the first means that the t-th ball is on a ‘big’ bin, the second means not failing on previous steps).
We have:

Pr(ht ≥ i+ 1) =

(
vi(t− 1)

n

)2

(1)

=⇒ Pr(Yt) ≤
(
vi(t− 1

n

)2

≤ β2
i (2)

=⇒ E

(
n∑
t=1

Yt

)
≤ nβ2

i (3)

Let Qi be the event that vi(t) ≤ βin,∀t then:

Qi+1|Qi ⇐⇒ vi+1(t) > βi+1n|Qi (4)

and that the number of tall balls is at least the number of tall bins (see Figure 1):∑
Yt ≥ vi+1(t) (5)
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therefore:

Pr(Qi+1|Qi) ≤ Pr(
n∑
t=1

Yt ≥ βi+1n|Qi) (6)

We now need to bound Pr(
∑
Yt ≥ 2nβ2

i ). We will use Bernstein type inequality. Consider n coins,
each with probability p and is (

√
p, 1) sub-gamma. Their sum S is (

√
np, 1) sub-gamma and:

Pr(S ≥ np+ t) ≤ max[et
2/(2np), e−Ω(t)] (7)

=⇒ Pr(S ≥ 2np) ≤ e−Ω(np) (8)

which is a good bound, except we can not (directly) use that on Yis since they are not independent.
However, observe that

Pr(Yt|Y1..Yt−1) ≤ β2
i (9)

regardless of Y1..Yt−1. So the Yis are stochastically dominated by the Zis such that:

• Pr(Zi) = β2
i

• Ziare independent

Y being stochastically dominated by Z.

We need to sample (Y, Z) such that Yi ≤ Zi always. Going through the ball in each stage, we
want: Pr(Yt) = p ≤ β2

i = Pr(Zt)

(Yt, Zt) is sampled from

• (0, 0) with prob 1− β2
i

• (1, 1) with prob p

• (0, 1) with prob β2
i − p

Use the Bernstein bound on Zs (instead of Y s), we have (for βi+1n > log(n)):

Pr(Qi+1|Qi) ≤ Pr(
n∑
t=1

Yt ≥ βi+1n|Qi) (10)

≤ e−Ω(βi+1n) (11)
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Let Ei be the event that
∑
Yt ≥ βi+1n. We have:

Pr(Ei) <
1

nc
(12)

Pr(Qi+1|Qi) ≤ Pr(Ei|Qi) (13)

and need to bound Pr(Qi+1). This problem will be added to Homework 2. Now, assume we have:

Pr(Qi+1) ≤ 1

nc
(14)

then

Pr(any Qi+1) ≤ 1

nc
(15)

to be finished next class
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