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1 Overview

In the last lecture, we introduced the online bipartite matching problem: We’re given a bipartite
graph with n left and n right vertices which we think of as corresponding to “customers” and
“merchants” respectively, and edges exist between merchants and the customers they would like to
advertise to. The merchants are known in advance while the customers come in one at a time (the
corresponding edges are only revealed after a customer arrives).

When a customer comes in, we have to decide then which merchant to match them to, and we
can’t go back and make changes: once a customer is assigned to a merchant, neither vertex can
be reassigned to a different edge later. Our goal is to match as many vertices as possible — i.e.
we want our online algorithm to perform as close to an offline algorithm, with full information, as
possible

Last time, we saw that a naive greedy algorithm gives a guaranteed %—approximation to a maximum
matching and that no deterministic algorithm can provide a better guarantee. Today, we’ll see how
to achieve an expected approximation ratio of 1 —% ~ 0.632 using a randomized approach described
by Karp, Vazirani, and Vazirani [KVV90], for which a corrected analysis was given by Goel and
Mehta [GMOS].

2 Deterministic Algorithms

One naive greedy algorithm is to fix some ranking on the merchants and whenever a vertex v
arrives, match v to the highest priority unmatched merchant in N(v).

First, we lower bound the performance of this algorithm.

Proposition 1. This algorithm is guaranteed to achieve at least a %-appro:m'mation.

Proof. Because the algorithm will always add edges to the matching if possible, the output is a
maximal matching, and it is known that maximal matchings are always at least % the size of a
maximum matching (see any graph theory textbook). ]

Next, we can show the following which upper bounds the performance of not just this algorithm
but any deterministic algorithm.

Proposition 2. No deterministic algorithm can guarantee better than a %—approa:z’matz’on in the
worst case.



Proof. We will refer to the customers by the order in which they arrive.

Consider any deterministic algorithm; we know its ranking on the merchants ahead of time. Suppose
the input is a graph in which the first § customers are fully connected to all merchants and the
final § customers are fully connected only to the 5 highest ranked merchants. Then, the first
customers will match with the highest ranked merchants and the final § customers will have no

one left to match with.

There exists a perfect matching, with the first & customers matched to the lower ranked merchants
and the final 5 customers matched with the higher ranked merchants, but this algorithm only
achieved a matching of size n/2. O

3 A (Bad) Randomized Algorithm

Before we begin to discuss randomness, we make an assumption about the online input which we
didn’t explicitly state in class:

Assumption 3. We assume the merchants’ preferences and the order of the customers is deter-
mined before runtime, so the input may be adversarial but it is non-adaptive. Importantly, this
means the input cannot adapt to our random choices; adversaries can only use our deterministic
choices against us.

In fact, [KVVO0] proves that even if there exists a perfect matching, no randomized algorithm can
achieve a matching of size more than § 4+ O(logn) in expectation if the input is from an adaptive

adversary (so the ratio approaches % for large n).

In the previous section, we introduced a deterministic greedy algorithm which chose a fixed global
ranking on the merchants. What if instead, whenever a customer arrives, we randomly pick a
merchant in the customer’s neighborhood? This can be viewed as randomly assigning each customer
its own ranking of the merchants.

Unfortunately, this algorithm achieves an expected approximation ratio in the worst case approach-
ing % as n grows large, so it doesn’t improve on the deterministic case by much.

Proposition 4. This randomized algorithm achieves an expected approximation ratio of at most
5+O0(logn)

m i the worst case.

Proof. Label the customers by ¢; for 7 in the order they appear and the merchants by m; in any
order, for 1 < j < n. Suppose that all customers ¢; are connected to the corresponding merchant m;,
and that the first § customers are fully connected to the second half of merchants m,, /511, ..., mn.

Intuitively, we expect the first 5§ customers to match half with the first § merchants and half with
the second § of merchants, leaving half of the second § customers unmatched. The analysis is
actually a little subtler, so we’ll give the formal version.

Observe that for the first 5 customers, the probability a customer ¢; doesn’t match with its corre-
sponding neighbor in the first § merchants and instead matches with one of the second 5 merchants
decreases when more of the second half of merchants have previously been matched: the probability



is smallest when all previous ¢ — 1 customers matched with the second half of merchants, giving a

probability of 1 — ﬁ Therefore, we expect
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so at most log(%+1) of the second § customers will have their corresponding merchant still available
to match with.

Clearly, there exists a perfect matching of size n: just use the edges {c;, m;}, but here we expect
to match all of the first § customers and only up to O(log § + 1) of the second half, yielding the
claim. 0

4 The (Good) Randomized Algorithm

The previous (bad) algorithm had each customer pick a random ranking of the merchants. The
idea of this algorithm [KVV90)] is to pick a global random ranking of the merchant (right) vertices
and to assign each new customer (left) vertex to the highest ranked right vertex that’s available.

Formally, suppose we have a graph G with left vertices U and right vertices V. Randomly choose a
ranking o defined by a bijection from V' — {1,...,n}. We'll follow the convention that lower values
correspond to higher rank. When a left vertex u gets added, u gets matched to the unmatched
right vertex v with the smallest o (v).

Theorem 5 ([KVV90, (GMOR]). This algorithm outputs at least a (1 — 1)-approzimation to the
mazximum matching in expectation (where the expectation is over the random choice of o).

Before proving Theorem [5| we state three Lemmas, proving some now and some later.

Lemma 6. Given an instance of this algorithm, let o denote the random ranking of right vertices
and let ™ denote the order in which left vertices arrive. Let M be the output matching. For any
right vertex v, let H = G — x. Let M’ be the output matching when we run the algorithm on H
with the same ranking and order o,m, with v remowved.

If M and M’ are not identical, then |M'| < |M| and they differ by an augmenting/alternating path
starting at x.

Proof. We will refer to some edges as directed in order to emphasize the alternating path.



By deleting a vertex from the right, a left-to-right edge may be deleted. The left-endpoint of that
deleted edge is some customer who, when they arrive, will now look to match with a new merchant.
If one is available, this creates a new left-to-right edge in the matching. Now, the process repeats,
as that added edge in M’ may have displaced an edge in M, so we have another deleted left-to-right
edge, which forces another customer to look for a new left-to-right edge, and so on.

Note that this means M’ will not include any matched vertices on the left that were not matched in
M, since the alternating path only visits customers which were matched in M. So, |M'| < |M|. O

Now, suppose some graph G does not have a perfect matching, but it has a maximum matching
M of size k. Then, apply the reasoning from the previous proof repeatedly to remove the vertices
on the right in G which are not in M and create a graph H on 2k vertices for which there exists a
perfect matching M’ of size k. If we claim this algorithm achieves an e-approximation on perfect
graphs, then running it on H will give a matching of size at least ek. By the above Lemma, running
the algorithm on G will not produce a worse matching than on H, so it will still output a matching
of size at least ek, which is an e-approximation in G. Therefore, it will suffice to only consider
graphs which we assume to have perfect matchings.

Henceforth, assume G contains a perfect matching M : U < V.

Lemma 7. Let u € U and v = M(u). If v is unmatched after running this algorithm, then u was
matched to some v' with o(v') < o(v).

Proof. Since v is unmatched, we know that when customer w arrives, it could have matched u with
v. The algorithm would only not match u to an available vertex v if it instead chose to match u to
some v', which would require o(v') < o(v). O

Lemma 8. Let Xy be the probability (over the choice of o) that the rank-t vertex is matched, i.e.
X :=P[v such that o(v) =t is matched] .

Then,
1
1-X; < - E X;.

s<t

Lemma |8 tells us that higher ranked vertices (when the number of s < ¢ is small) are very likely to
be matched, and even the lower ranked vertices have decent probability of being matched.

Example: Clearly, X; = 1. So by Lemma 1-X, < %—l— %, implying Xy > (1 — %)(L) =
1—-0().

n

We will prove Lemma [§] later. Assuming it for now, we are ready to prove Theorem

Proof of Theorem @ (assuming Lemma @ Let the random variable S; := ngt X, denote the ex-
pected number of right vertices of rank at most ¢ which will be matched. Applying Lemma [§] to S



and S;—1 and combining implies
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We want to know the expected ratio of the size of the matching to the perfect matching n, which
is % By the above inequality, this ratio is at least

S 1 \" 1
”21—(1— > ~1— -,
n n+1 e

which was the claim. So, once we prove Lemma [§ we are done! O
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5 Original Proof of Lemma

In this section, we give the proof of Lemma as given by [KVV90]. If something is confusing, skip
to the note after the proof...

Original Proof of Lemma[8 Note that the input G is fixed, so the ordering of customers and the
perfect matching M are henceforth fixed. For any rank ¢, let v be the right vertex such that o(v) = ¢
and set the left vertex u = M (v) for M the perfect matching. Because ¢ is random, v is uniformly
distributed over {1,...,n}, so u is also uniform.

Define the set of left vertices matched with vertices of rank at most ¢t — 1 to be
Ry 1 ={u €U : 4 is served by v' such that o(v') <t — 1}.
Notice that E[|R;_1|] = Y/21 X;.
g

By Lemma E if v is unmatched, it implies that u is served by some v' with o(v') <t — 1, which
implies that u € R;_1. But we know u is uniformly distributed! So, the probability of this is

[u € Rt 1] (1)

|[Be-1|
n
Finally, since X; is over the choice of o, we use the expected size of R;_1 over the choice of ¢ and

have
E[[Ri-1]]

1 — X; = P[v unmatched] <P[u € R;_1] < —— = — Z Xs, (2)
s<t 1

as desired. O



This proof is wrong as stated!

The above proof is similar to what was given in [KVV90], and it took 17 years for a bug to be
discovered by Erik Krohn and Kasturi Varadarajan in 2007 (cited by Goel and Mehta |[GMOS]).

The problem is subtle: while the choice u is uniformly random, it is not independent of the choice

of o or any choices depending on ¢. In particular, in Equation , we did not explicitly state the

conditional probability P [u € R;_1 | o], which was not yet a problem since the probability was only
u

over u, so the choices were still independent. But in Equation , where X, is defined over the
choice of o, we have probabilities over both v and ¢, and u is dependent on ¢, so they are no longer
independent, and the relationship from Equation no longer holds.

Fortunately, a fix was soon given by [GMO0S8]. In fact, our statement of Lemma |8 is the corrected
one from [GMOS], but the original claim by [KVV90] was only different by a constant (¢ vs ¢t — 1).
Really, the problem was only in the analysis, not the result.

6 Fixed Proof of Lemma

Intuitively, there shouldn’t be much correlation between the choice of uw according to ¢ and the
choice of R;_1 over o since fixing u should only shift the previous matched vertices by some
alternating path. Also, note that the our statement of Lemma [§] differs from the result concluded
in Equation by an index of ¢, rather than ¢ — 1, in the summation. In fact, this discrepancy will
ultimately give us the room needed to fix this proof, as we will see below.

The idea to fix this proof is to choose u based on a modified permutation ¢’ so that u and o are
independent. Set ¢’ equal to o but with v = M (u) moved to rank ¢, so that everything between
rank ¢t and v gets shifted over by one position between o and o’.

Lemma 9. Let o be a permutation, and let o9 be o’ but with the rank-t vertex moved to rank-i
and all other vertices shifted by one to accommodate.

If v is not matched by the algorithm when using the ranking o', then for all i, when the algorithm
uses the ranking o), u is matched to some v where ¢ (v®) < o' (v).

Proof. Under ¢’, v is unmatched, so under ¢’ if we think of v as being removed, nothing changes.
Therefore, the matching produced under ¢ is the same as under ¢’ expect perhaps it differs by
a single augmenting path (Lemma @ Moreover, the vertices in the path are in order of increasing
priority.

So how does the ranking of the vertex to which v matches change? We can think about it as
removing the old position of v and reinserting, where removing does nothing, and inserting can
grow the position of u’s match by 1. Overall: ¢() (matched to u) < ¢’(matched to u) + 1. O

Now, let’s use this to fix our proof of Lemma

Fized proof of Lemma[8 Pick o and u independently and modify to ¢’ as above. Then ¢ is still a
uniformly random permutation. By Lemma |§|7 if v is unmatched in ¢/, then u under o is matched
to some v" with o(v') < ¢’(v) = t. So Plo unmatched under 0’| =1 — X; <P[o(v') < ¢].



Similarly to before, define Ry = {u’ € U : v/ is served by v' such that ¢’(v’) < t}. Then:

1= X¢ < Plu€ R =E[Plu€ Rilo]] = ['Rt } ZX

s<t

O]

So the key differences between the broken proof and the fixed proof are that R;_1 got replaced by
R, and v and o are now independent.
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