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Lecture 2: Concentration inequalities
Prof. Eric Price Scribe: Will Sherwood, Feifei Zhang
NOTE: THESE NOTES HAVE NOT BEEN EDITED OR CHECKED FOR CORRECTNESS

1 Concentration inequalities

1.1 Markov’s Inequality

Let X be a nonnegative random variable. Then, for any ¢t > 0,

Pr[X > t] < - E[x].

Proof.

E[X]Z/Ooofx(s)-sds>/toofx(s)'sds>/toofx(s)-tds:Pr[X>t].

O
1.2 Chebyshev’s Inequality
Let X be a random variable with variance o2 and finite expectation. Then, for any ¢ > 0,

1
Pr[|X — E[X]| > to] < 2
Proof. Let Y denote the non-negative random variable | X — E[X]|. By Markov’s Inequality,
1 1
Pr[|X — E[X]| > to] = Pr[Y > to] = Pr[Y? > t?6?%] < Py E[Y?] = 2
O]

1.3 Chernoff Bounds

Let X be a random variable with expectation p. Then,

]E[e/\(X_“)}
Pr[X — p > t] < mi
SRS



Proof.

E[G/\(X —u)]

Pr[X —p>t] =Prle¥# > €] < Y

for A > 0 by Markov’s inequality.

O]

Example: Let x; ~ [0,1] be independently and identically distributed random variables and
T = Zie[n] x;. Then, for any t > 0,

Prlz > Elz] +1] < e 2°/m

Prlz < E[z] — 1] < e 20°/"
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These are the additive Chernoff bounds.

Prlz > (14 t)E[z]] < e BB/
o~ Elz]i?/2
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These are the multiplicative Chernoff bounds, which often achieve a better lower bound on proba-
bility when E[z] is small.

2 Examples

2.1 Unbiased coin

Flip a fair coin 1000 times. Let X be the number of heads.

o E[X] = 1000- 0.5 = 500.
o Pr[X =500] = () /29 ~ 0.025.

e Question: Pr[X > 600] =7

We apply additive Chernoff bounds (n = 1000, 4 = 500)

—2.1002

Pr[X > 600] < e 1000

o2

Note that we can get the same bound with the central limit theorem.

X ~ N (= 500, 0% = 250)



Applying the multiplicative Chernoff bound gives a less precise upper bound.

Pr[X > 600] = Pr[X > (1+0.2) - 500]
— 022 554
< e 2+02

— 9091

2.2 Biased coin

Suppose n p-biased coins are flipped. Let X denote the number of heads shown, and p := E[X].
In this example, we directly compare the bounds received from both additive and multiplicative
Chernoff: For any k > 0,

(Multiplicative Chernoff). Pr[X > pu+ k] < e—k?*/(2utk)

(Additive Chernoff). Pr[X > p+ k] < e 2¥/n,

In particular, using the multiplicative bound we have

_-1?

PriX =n]=p"<e 1 7

and using the additive bound gives

PI"[X _ ’I’L] _ pn < e—2(p—1)2n

Proof.
PriX > p+ k] =Pr[X > (k/p+ 1)4]
—p(k/p)?
<e 2+k/u (Multiplicative Chernoff bound)
k2
= em .
The tail bounds above comes from the application k = n — p and p = np. O

2.3 Amplification with confidence 1 — §

Suppose we have an algorithm A which solves some optimization problem correctly with probability
% with no guarantees otherwise. For any § > 0, the following algorithm solves the optimization
problem correctly with probability 1 — §:

Algorithm: Given an input to the optimization problem z, execute A(x) at least N = 18-log(1/6)
times and return the majority output. If there is no majority, return nothing.



Proof. Suppose we run A n times and take the majority and let X be the number of successful
times. The probability that the algorithm fails would be

Pr [Amplification algorithm fails]

<Pr [X < E}
2
—Pr [X < E[X]- %} (E[X] = 2n/3)
—2.(n/6)2 n

<e T n =g 18 (Chernoff Bound)

Hence, setting
n > 18 -log(1/9)

lets the majority algorithm succeed with probability 1 — 6. O

2.4 Biased coin: estimate of p
Suppose biased coin with unknown p € [0, 1].

How many trials (n = 7?77) are needed to estimate p to some error +e, with probability 1 — 67
Given n ii.d. samples, with Prlz;] = p

X1, ...Tn € {0, 1}
For some set error € and probability 1 — 9, for what n it is thre that
Pr[lzxi—p‘ <e] >1-067
- 2

We can provide an upper bound with additive Chernoff bounds.

o] <re S o] e

9 ,2.@
-e n

=9. 67262-71,
Note that the constant factor of 2 comes from adding the two tails of this distribution
Pr 1ZX~ >e| +P 1ZX~ <
E i~ pD~>€ r H i— D €

Now we solve for n. To make

o

1
sz‘—p‘ >6] <2.e72M <y,
n



it is enough to set

1 2

0 —
&5

n >

2. €2

We can also provide an estimate using multiplicative Chernoff bounds.

1 e
b anwi—l" Ze-P] <2-e7 3P fore<1

Substituting ep by p, we have

To let the probability bounded by ¢, set

P 2
n > 2 10%(5)

Note that this is similar to the additive Chernoff bound. However, the multiplicative bound may
provide a better upper bound in the case of small enough p.
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