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1 Overview

In the last lecture, we gave an introduction to some randomized algorithms and possible applica-
tions.

In this lecture, we learned some concentration inequality tools that will be used later in our class.

2 Question 1

Question: Suppose you flip 1000 unbiased coins and count the number of heads. How surprised
would you to see head for 500, 507, 700 times respectively?

Let’s define a random variable Xi with 0 ≤ i ≤ 1000 for each independent result of flip coin for
once and X for the total number of heads we get.

X =
1000∑
i=1

Xi

The average and variance are calculated as following:

E[X] =

1000∑
i=1

E[Xi] =
n

2
= 500

V ar(X) =
1000∑
i=1

V ar(Xi) = n[
1

2
(1− 1

2
)2 +

1

2
(0− 1

2
)2] =

n

4
= 250, thus σ =

√
250 ≈ 16

By applying the central limit theorem, we can approximate X with Gaussian density with the same
average, µ = 500 and variance, σ = 16:

1√
2πσ

e−
(x−µ)2

2σ2 =
1√
2π16

e−
(x−500)2

2∗250

Thus density at 500:
1√
2πσ

≈ 1

40
= 2.5%

1



Similarly, the probability that

Pr#heads=500 ≈ 2.5%

Pr#heads=507 ≈ 2.5%e−
72

500 ≈ 2.5%e−
1
10 ≈ 2.5%(1− 1

10
) = 2.25%

Pr#heads=700 ≈ 2.5%e−
2002

500 ≈ 2× 10−35

3 Question 2

Suppose you have a coin with unknown bias probability p ∈ [0, 1]. How many flips to estimate p
with approximation error ±ϵ?

Simplifications: (1) assume p ≤ 1
2 , don’t care about constants. (2)goal is 3

4 success probability.

4 Helpful Mathematical Tools

Expectation, E[X], is linear.

Variance, Var(X), is linear if independent.

4.1 Markov’s Inequality

If X ≥ 0,∀t ≥ 0

Pr[X ≥ tE[X]] ≤ 1

t

⇐⇒ Pr[X ≥ t] ≤ E[X]

t

⇐⇒ E[X] ≥ tPr[X ≥ t]

4.2 Chebyshev’s Inequality

Pr[|X − E[X]| ≥ t] = Pr[(X − E[X])2 ≥ t2] ≤ E[(X − E[X])2]

t2
=

V ar(X)

t2

or

Pr[|X − µ| ≥ t] ≤ σ2

t2

Now, let’s revisit Q2, if we define p̂ ≜ X
n , what is n s.t. |p̂− p| ≤ ϵ, w.p. 3

4 , or futhermore, 1− δ ?

E[p̂] = p

2



Pr[|p̂− p| ≥ ϵ] ≤ V ar(p̂)

ϵ2
=

p(1− p)

nϵ2

since

V ar(p̂) = V ar(
X

n
) =

1

n2
V ar(X) =

1

n
V ar(Xi) =

1

n
p(1− p)

For Q2, we want n large enough that p(1−p)
nϵ2

= 1
4 or δ, then

n =
4p(1− p)

ϵ2
or n =

p(1− p)

δϵ2

where n = 4
ϵ2

or n = 1
δϵ2

respectively suffices.

4.3 Chernoff Bound

Basic version: if X1, ..., Xn ∈ [0, 1] independent, X =
∑n

i=1Xi, µ = E[X]

Pr[X ≥ µ+ t] ≤ e
−2t2

n

Pr[X ≤ µ− t] ≤ e
−2t2

n

(The version above is the additive Chernoff bound)

Notice the additive Chernoff bound is tight for unbiased coins.

Pr[|p̂− p| ≥ t] = Pr[|x− pn| ≥ tn]

≤ 2 · e−2
(ϵn)2

n = 2e−2ϵ2n

If we want 2e−2ϵ2n = σ,

n =
1

2ϵ2
ln

2

σ

Comparing to what we get from Chebyshev’s inequality, n = p(1−p)
δϵ2

, our additive Chernoff bound
did not get the advantage of getting smaller when p is closer to 0 or 1 like Chebyshev’s inequality.
We need a better version of Chernoff Bound.

Pr[X ≤ (1− ϵ)µ] ≤ e−
ϵ2

2
µ

Pr[X ≥ (1 + ϵ)µ] ≤ e−
ϵ2

2+ϵ
µ

⇒ ∀ϵ < 1, P r[|X − µ| ≥ ϵµ] ≤ 2e−
ϵ2

3
µ
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(The version above is the multiplicative form)

An interesting question is why this multiplicative version is asymmetrical. The answer is that
Gaussian tail and exponential tail are quite different, and we use Gaussian to approximate only
one side of the tails.

For example, considerX1, · · ·Xn with each has probability 1
n to be 1. The expectation ofX =

∑
iXi

is E[x] = 1 and the variance is Var(X) = 1 since Xi is independent of each other. The probability,

Pr[X = n] =
1

nn
= e−n logn

If we use the Central Limit Theorem, we have

Pr[X = n] ≈ e−n2/2

The Chernoff will give us e−θ(n).

Now, let’s revisit Q2 using the multiplicative Chernoff bound. Suppose ϵ < p,

Pr[|λ− pn| ≥ ϵn]

=Pr[|X − pn| ≥ (
ϵ

p
pn)] ≤ e

(ϵ/p)2

3
pn = e

ϵ2n
3p

=δ if n ≥ 3p

ϵ2
ln

2

δ

We can now have following result. Suppose we have n ≈ p ln 2
δ

ϵ2
,

if you see pn ≈ (pϵ
2 ln(2δ )) heads, we can get an estimate for p ± ϵ. ⇐⇒ if you see 1

ϵ2
ln 2

δ heads,
we can get estimate for (1± ϵ)p.
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