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Abstract

In the last decade a broad literature has arisen studying sparse recovery, the estimation of sparse
vectors from low dimensional linear projections. Sparse recovery has a wide variety of applications
such as streaming algorithms, image acquisition, and disease testing. A particularly important
subclass of sparse recovery is the sparse Fourier transform, which considers the computation of a
discrete Fourier transform when the output is sparse. Applications of the sparse Fourier transform
include medical imaging, spectrum sensing, and purely computation tasks involving convolution.

This thesis describes a coherent set of techniques that achieve optimal or near-optimal upper
and lower bounds for a variety of sparse recovery problems. We give the following state-of-the-art
algorithms for recovery of an approximately k-sparse vector in n dimensions:

e Two sparse Fourier transform algorithms, respectively taking O(klognlog(n/k)) time and
O(klognlog®logn) samples. The latter is within log®logn of the optimal sample complexity
when k < n'¢,

e An algorithm for adaptive sparse recovery using O(kloglog(n/k)) measurements, showing
that adaptivity can give substantial improvements when k is small.

e An algorithm for C-approximate sparse recovery with O(klogs(n/k)log* k) measurements,
which matches our lower bound up to the log* k factor and gives the first improvement for
1<« C < nt.

In the second part of this thesis, we give lower bounds for the above problems and more.

Thesis Supervisor: Piotr Indyk
Title: Professor
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Chapter 1

Introduction

This thesis gives algorithms and lower bounds for computing sparse Fourier transforms and for
other problems involving the estimation of sparse vectors from linear sketches.

Sparse Fourier Transforms. The discrete Fourier transform (DFT) is a fundamental tool used
in a wide variety of domains, including signal processing, medical imaging, compression, and mul-
tiplication. The fastest known algorithm for computing the n-dimensional DFT is the O(nlogn)
time fast Fourier transform (FFT) [CT65]. Because of its breadth of applications, the FFT is one
of the most heavily optimized algorithms in existence [FJ98].

A natural question is: under what circumstances can we compute the DFT in less than nlogn
time? And we might ask for more: when can we compute the DFT in much less than nlogn
time, in particular in sublinear time? Sublinear time algorithms are in some ways quite restricted,
since they cannot even read the entire input or output all n values. So a necessary condition for a
sublinear time DFT is that the output be sparse, i.e., have k < n nonzero (or “important”) values.
If the other components are all zero we say that the DFT is exactly k-sparse; otherwise we say that
it is approzimately k-sparse.

Fortunately, many signals have sparse Fourier transforms. For example, in compression (includ-
ing standard image, audio and video formats such as JPEG, MP3, and MPEG') the whole point of
using the DFT is that the resulting vector is sparse. Lossy compression schemes will zero out the
“negligible” components, storing only k < n terms of the DFT. Because we know empirically that
these compression schemes work well for many signals, this means that many signals have sparse
Fourier transforms.

In this thesis, we will give an algorithm to compute the DFT faster than the FFT whenever the
DFT is k-sparse for k = o(n). When the DFT is only approximately k-sparse then the output must
necessarily involve some error; we will achieve 1 + € times the best possible error of any k-sparse
output. This sparse Fourier transform problem had been studied before [Man92, GGIT02a, AGS03,
GMS05, Iwel0, AkalO] but with slower running times. Ours is the first result that improves over
the FFT in every sublinear sparsity regime.

A broader perspective. The sparse Fourier transform problem is one instance of a general
class of problems involving the estimation of a sparse vector from a low dimensional linear sketch.
This more general class—known variously as sparse recovery, compressed sensing, or compressive
sampling—has applications such as image acquisition [DDTT08b], genetic testing [ECGT09], and
streaming algorithms [CCF02, CMO06].

!Some of these use not the DFT but the essentially equivalent discrete cosine transform (DCT).
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Because problems in this class share many of the same properties, techniques developed for
one problem can often be refined and applied other problems. This thesis will demonstrate this,
building techniques in simpler sparse recovery problems before applying them to sparse Fourier
transforms.

1.1 Sparse recovery overview

More formally, the problem of sparse recovery involves the observation of a linear sketch Az € R™
of an vector € R, where A € R™*" is the measurement matriz?. We would like to use Az to
recover an estimate 2’ of x such that, if x is “close” to k-sparse, then z’ is similarly “close” to z.
In particular, we would like that

lo/ 2l <C  min o —agl (L1)

k-sparse x ()

for some (possibly different) norms ||-|| and approximation factor C. We will also allow randomized
algorithms, where A is drawn from a random distribution and (1.1) may fail with some “small”
probability 4.

This thesis gives both upper and lower bounds for several problems in this general class. There
are two types of variation among sparse recovery problems. The first type is variation of sensing
modality: what kinds of matrices A may be chosen in the given application. The second type
is variation of recovery guarantee: the choice of the norms, the approximation factor C', and the
failure probability §. In every situation, we would like to minimize two objectives: primarily the
number of measurements m, but also the running time of the recovery algorithm.

A foundational result in sparse recovery theory is: if A is a uniformly random projection matrix,
C = O(1) > 2, and the norms are /5, then m = O(klog(n/k)) is necessary and sufficient to
achieve (1.1) with 6 = =™ failure probability [CRT06b, BDDWO08, Wai09]. Furthermore, it is
possible to perform the recovery in polynomial time using ¢; minimization. We will consider more
general C and sensing modalities, getting faster running times and fewer measurements; the main
tradeoff is that our techniques will also yield higher failure probabilities.

1.1.1 Sensing modality

The main differentiator among sparse recovery applications is the sensing modality. Different
applications have different “hardware” to do the observation, which imposes different constraints
on the measurement matrix A. For example:

The single pixel camera [DDTT08b] flips the architecture of a camera from having an array of
a million photosensors to having a single photosensor and an array of a million adjustable mirrors
that can apply many different masks to the pixels. If x is sparse in the wavelet basis W, so Wx
denotes the image in the pixel basis, then one can observe MWz for a binary matrix M. Hence
the sensing modality is that A = MW for a binary matrix M. A more careful model would impose
additional constraints; for example, we want M to be dense so that a good fraction of the light
reaches the photosensor.

The streaming heavy hitters problem [CCF02, GGIT02b] is to estimate the most common
elements of a multiset under a stream of insertions and deletions. If the number of items is very
large (say, the set of all URLs on the web) then one cannot store the histogram z € Z" of counts
directly. Instead one can store a low-dimensional sketch Az, and use that A(z + A) = Ax + AA

20One can also use C instead of R, which we will do in the Fourier setting.
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to maintain it under insertions and deletions. In this case, we can choose A arbitrarily, but would
prefer it to be sparse (so we can compute the update AA quickly) and possible to store implicitly
with sublinear space (for example, using hash functions).

In genetic testing, we would like to determine which k& of n people is a carrier for a rare recessive
disease. Rather than test all n people, we can mix together samples and estimate the fraction of the
DNA in the mixture that has the recessive gene [ECG109]. Because each person’s blood sample can
only be split so finely, the measurement matrix must again be sparse. Additionally, the pipetting
machine that mixes samples may impose constraints; for example, a machine with four heads works
best when placing four adjacent inputs into four adjacent outputs, so the matrix should decompose
into length-four diagonal sequences.

Magnetic resonance imaging (MRI) machines essentially sample from the 2D Fourier transform
of the desired image [LDSP08|. Decreasing the sample complexity directly corresponds to decreasing
the time patients must spend lying still in the machine. If the image is sparse in the pixel domain
(e.g. in angiograms), then the sensing modality is that A is a subset of the 2D Fourier matrix. This
is the same problem as the 2D sparse Fourier transform, except with an emphasis on measurement
complexity rather than time complexity. If instead the image is sparse in another basis like the
wavelet basis W, then A must be a subset of FIW.

As we see, there are many different sensing modalities. For this thesis, we consider three simple
ones that represent the breadth of power of the modalities. From most powerful to least powerful,
these are:

e Adaptive: the measurements (A;, x) are made in series and subsequent rows A; may be chosen
arbitrarily and dependent on (A;, x) for i < j.

e Standard or nonadaptive: A may be chosen from an arbitrary distribution independent of .

e Fourier: each row of A must be one of the n rows of the n x n discrete Fourier matrix F.?

Our algorithms in the adaptive and nonadaptive settings will use sparse matrices.

1.1.2 Recovery guarantee

Outside Chapter 7, our thesis uses the ¢ norm for (1.1). This norm is appealing because (1) it
is basis independent and (2) vectors are often sparse in the o norm but not in the ¢; norm. In
Chapter 7 we study the ¢; norm, which has been studied in other work. We go into more detail on
the relationship between various norms in Section 1.5.1.

C corresponds to the “noise tolerance” of the algorithm, and our value of C' will vary throughout
the thesis. The “default” setting is C'= O(1), but we will consider both C' = 1+ ¢ for € = o(1) and
C = w(1) at times.

Unfortunately, no deterministic algorithm with m = o(n) satisfies the {5 guarantee [CDD09],
so we must use a randomized algorithm with some chance § of failure. We will generally allow §
to be a constant (say, 1/4). This failure probability can be decreased to an arbitrary § > 0 via
repetition, with an O(log(1/6)) loss in time and number of measurements.

Thesis overview. This thesis is divided into two parts. Part I gives algorithms for sparse recovery
in the different sensing modalities and with some variation of C'. Part II gives lower bounds on

3In the Fourier modality, our algorithms are nonadaptive while our lower bound applies to the more general
adaptive setting.
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Norm | Sensing modality | m (upper bound) m (lower bound) Running time

Adaptive %k: loglog(n/k) %k + loglogn nlogn

) Nonadaptive klogq(n/k)log* k klogq(n/k) nlogn

2
Fourier 1k lognlog(n/k) 1klog(n/k)/loglogn | klognlog(n/k)
Fourier Mk log nlog®logn %k log(n/k)/loglogn | klog®nlog®logn
. 1
“ Adaptive JeToalk/d) k
. log©(1/€) 1 c

Nonadaptive e klogn N O0) k nlog®n

Figure 1-1: Table of main results for C' = (1 + €)-approximate recovery. Results written in terms
of € require € < O(1). Results ignore constant factors and ¢ = ©(1) is a constant. The 1k lower
bound for adaptive sensing is due to [ACD11]; the other results appear in this thesis.

the measurement complexity of these algorithms, as well as some upper and lower bounds for ¢;
recovery.

The rest of the introduction proceeds as follows. Section 1.2 gives a summary of our main upper
and lower bounds. Section 1.3 gives notation used throughout the thesis. Section 1.4 describes the
key techniques used in our Part I upper bounds. Finally, Section 1.5 surveys the techniques used
in Part II.

1.2 Results and previous work

Figure 1-1 describes the main results of this thesis.

1.2.1 In the /; guarantee

Adaptive. In the adaptive modality, we give an algorithm using O(2k loglog(n/k)) measurements
for 1+ e-approximate ¢ recovery. This is smaller than the Q(1klog(n/k)) measurements necessary
in the nonadaptive modality, and exponentially smaller when k£ and € are constants. Moreover, this
exponential improvement is optimal: we also show that Q(loglogn) measurements are necessary in
the adaptive setting.

The adaptive measurement model has received a fair amount of attention [JXC08, CHNROS,
HCN09, HBCN09, MSW08, AWZ08], see also [Defl0]. In particular [HBCN09] showed that adap-
tivity can achieve subconstant e given ©(klog(n/k)) measurements. Our result was the first to
improve on the ©(klog(n/k)) bound for general e. In terms of lower bounds, we also know that
Q(%k) measurements are necessary [ACD11].

Nonadaptive. We give an Q(klogq(n/k)) lower bound on the number of measurements required,
and an algorithm that uses a nearly matching O(klog-(n/k)log* k) measurements for C' > 1.

The nonadaptive setting is well studied. For the lower bound, multiple authors [Wai09, IT10,
ASZ10, CD11] have bounds similar to our Q(klog-(n/k)) but in slightly different settings. The
results of [Wai09, IT10, ASZ10] assume a Gaussian distribution on the measurement matrix, while
the result of [CD11] is essentially comparable to ours (and appeared independently). Moreover, all
these proofs—including ours—have a broadly similar structure.
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For the upper bound, before our work, optimal O(klogq(n/k)) algorithms were known for
¢ = ©(1) [CRT06b] and then for all ¢ = O(1) [GLPS10]. At the other extreme, when C' = n?() | the
situation is close to the “noiseless” setting and O(k) results were essentially known [EG07, BJCC12].
Ours is the first result to perform well in the intermediate regime of C.

Fourier. We devote two chapters to upper bounds in the Fourier modality, which optimize run-
ning time and sample complexity, respectively.

Chapter 4 gives an algorithm using O(klognlog(n/k)) time and measurements. Chapter 5
improves the sample complexity to O(klognlog®logn) and takes O(klog?nlog®logn) time. In
terms of lower bounds, the Q(klog(n/k)) lower bound for nonadaptive measurements applies if the
Fourier samples are chosen nonadaptively (as is the case in our algorithms). Even if the samples are
chosen adaptively, we show that Q(klog(n/k)/loglogn) Fourier samples are necessary: adaptivity
cannot help dramatically like it does with arbitrary measurements, because one can only choose
amongst n possibilities.

Our second result is thus within (loglogn)¢ of optimal sample complexity for k& < n%. Our
first result takes one log factor more time than the optimal nonadaptive sample complexity; this
seems like a natural barrier, given that the FFT has the same property.

Our algorithms in the Fourier modality assume that n is a power of two (or more generally,
smooth) and gives an output up to n~ 90 relative precision.

’ Reference \ Time \ Samples ‘ Approximation ‘
[CT06, RV08, CGV12] nlogtn klognlog® k C>2
[CP10] nlog‘n klogn C > log’n
[GMS05] k1log®M n klog®n any C' > 1
Chapter 4 klognlog(n/k) klognlog(n/k) any C > 1
Chapter 5 Elog? n(loglogn)® | klogn(loglogn)® any C > 1

Figure 1-2: Sparse Fourier transform algorithms.

The goal of designing efficient DFT algorithms for (approximately) sparse signals has been a
subject of a large body of research [Man92, GGIT02a, AGS03, GMS05, Iwel0, Akal0, LWC12,
BCG*t12, HAKI12, PR13, HKPV13]. These works show that, for a wide range of signals, both
the time complexity and the number of signal samples taken can be significantly sub-linear in n.
From a different perspective, minimizing the sampling complexity for signals that are approximate
sparse in the Fourier domain was also a focus of an extensive research in the area of compressive
sensing [CT06, RV08, CGV12, CP10]. The best known results are summarized in Figure 1-2. Our
first result is the fastest known, and our second result uses the fewest samples to achieve a constant
approximation factor.

1.2.2 In the ¢/, guarantee

To achieve the ¢; guarantee for constant e, it is known that ©(klog(n/k)) measurements are nec-
essary and sufficient [CRT06b, GLPS10, DIPW10, FPRU10]. Remaining open, however, was the
dependence on e.

A number of applications would like ¢ < 1. For example, a radio wave signal can be modeled
as © = x* 4+ w where z* is k-sparse (corresponding to a signal over a narrow band) and the noise w
is i.i.d. Gaussian with ||w||, =~ D||z*||, [TDB09]. Then sparse recovery with C' =1+ a/D allows
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the recovery of a (1 — ) fraction of the true signal z*. Since z* is concentrated in a small band
while w is located over a large region, it is often the case that o/D < 1.

The previous best upper bounds achieved the same O(%klog n) as in the /¢y setting [CMO04,
GLPS10]. We show that this dependence is not optimal. We give upper and lower bounds that show
that, up to log®n factors, k/+/€ is the correct dependence in the ¢; norm, in both the nonadaptive
and adaptive sensing modalities.

1.3 Notation and definitions

In this section we define notation used throughout the thesis.

e [n] denotes the set {1,...,n}.
e For SC[n], S:=[n]\S.

e zg5: for S C [n] and z € R™, xg denotes the vector 2’ € R™ given by z} = x; if i € S, and
z, = 0 otherwise.

e supp(x) denotes the support of .

o v_;: forien|,x_; = Try-

f < g if there exists a universal constant C such that f < Cyg, i.e. f = O(g).*

f<ygif f=o(g).

g= 5(f) denotes that g < flog® f for some ¢ < 1.

Definition 1.3.1. Define

Hy(x) := argmax||zg||2
ScCln]
|S|=k

to be the largest k coefficients in x.

Definition 1.3.2. For any vector x, we define the “heavy hitters” to be those elements that are
both (i) in the top k and (ii) large relative to the mass outside the top k. In particular, we define

. €
Hyo(z) := {j € Hy(2) | 5 = 1 llvglls}
Definition 1.3.3. Define the “noise” or “error” as
En}(2) = llog 3 =

min ||z —y|3
k-sparse y

4We remark in passing that big-O notation is often ill-defined with respect to multiple parameters [How08]. We
will define f = O(g) if f < Cg for some universal constant C, i.e. we drop the “for sufficiently large inputs” clause
in the one-variable definition of big-O notation that causes difficulty with multiple variables. The clause is irrelevant
when f,g > 1 everywhere, and is mainly useful to allow us to claim that 1 = O(logn) despite logl = 0. We
instead redefine the log function inside big-O notation to mean log, b := max(1,log, b). This means, for example,
k = O(klogs(n/k)) for all C. It does have the unintuitive result that log, bloga = ©(log(ab)) for b > 1.
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Figure 1-3: Partial sparse recovery finds 90% of the k heavy hitters

(=—>| Partial(k) (5—| Partial(k/2)

0 @ O—--- @’
D @

Figure 1-4: Full sparse recovery recovers all k£ heavy hitters. We iteratively refine an estimate x of
x2* by running partial sparse recovery on x = z* — .

Signal-to-noise ratio. A core concept in the intuition behind our #5 results is that of signal-to-
noise ratio, which we generally define as

SNR = 11,013/ 5713

Hy(2)!12

although we will vary the definition slightly at times. Essentially, one expects to get at most
O(log(1+ SNR)) bits of information per measurement (which we show formally in our nonadaptive
lower bound). Sparse recovery therefore becomes harder as the SNR decreases, except that C' = 1+¢
approximate recovery is only meaningful for SNR > e. (At SNR < ¢, the zero vector is a valid
output.) Thus, in the “hard” cases, we will have SNR = e.

1.4 Upper bound techniques

Our Part I sparse recovery algorithms all use the same underlying architecture, which was previously
used e.g. in [GGIT02b, GLPS10] and is represented in Figures 1-3 and 1-4. We first develop efficient
methods of 1-sparse recovery in the given modality. These methods are different in each different
modality, but because k = 1 the problem is fairly simple. We then “hash” the k-sparse problem on
n coordinates into O(k) “buckets” of ©(n/k) coordinates. Most of the k& “heavy hitters” (i.e. large
coordinates) will be the only large coordinate in their bucket, and thus found with the 1-sparse
recovery algorithm. This gives partial k-sparse recovery, where we recover “most” of the heavy
hitters. We then iterate partial sparse recovery on the residual until we recover the heavy hitters.
By making k decrease in each iteration, we can turn a partial sparse recovery algorithm into a full
sparse recovery algorithm with only a constant factor overhead in the time and sample complexity.

Our Fourier-modality algorithm that optimizes measurements (Chapter 5) adds another stage
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to the architecture, one of SNR reduction. We discuss this after describing the other results.

1.4.1 1-sparse recovery

Definition 1.4.1 (1-sparse recovery). Suppose © € C" has a single coordinate i* with
|| 2 Cllw—i-|2

for some value C'. The 1-sparse recovery problem LOCATE1SPARSE(z,C,¢) is to find i* using as

few measurements of x as possible (of the desired measurement modality), with success probability
1-96.

We will only consider 1-sparse recovery for C larger than an arbitrarily large fixed constant.
This makes the algorithms somewhat simpler, and smaller C' are dealt with by the same method
that converts from 1-sparse to general k-sparsity. Ignoring constant factors, our results are as
follows:

Sensing modality | m Running time
Nonadaptive log(n/d) O(n)

Adaptive log logc nloga(1/6) | O(n)

Fourier lognlog(1/9) log!tn

Fourier logen logc(% logn) | logen logc(% logn)

In the Fourier case, we have two algorithms: one which has optimal sample complexity for constant
C and 6, and one which has better dependence on C at the cost of a loglogn factor. The two
techniques could probably be merged into one log- nlog-(1/0) measurement algorithm, but we do
not do so.

Note that in the nonadaptive and adaptive case, we are chiefly concerned with measurement
complexity while in the Fourier case we also care about running time.

We now describe the techniques involved in each modality.

Nonadaptive measurements. Consider the two linear measurements

u(x) = Z s(i)x; and o (z) = Z i-s(i)x;

i€[n] icln]

for random signs s(i) € {£1}, and consider the distribution of
i = () u(z).

If z is zero outside i* (i.e., C' = oc), then i = i. More generally, we can show that
i —i* Sn/VC

with 1 —1/C probability over the signs s. We then consider randomly permuting = before applying
the linear measurements. If we “vote” for every coordinate whose permutation lies within O(n/v/C)
of the observed u//u, then i* will get a vote with all but C~! probability and i’ # i* will get a vote
with O(C~1/2) probability. Hence, if we perform this process r = O(logs(n/d)) times, then with
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probability 1 — 6, by a Chernoff bound ¢* will get more than /2 votes and every other coordinate
will get fewer than r/2 votes. This lets us recover i*.

Adaptive measurements. With adaptive measurements, our goal is to “rule out” coordinates
early, to make later stages have a higher “effective” value of C'. We keep track of a set S C [n] of
“candidate” indices at each stage, and observe the same measurements as in the adaptive case but
restricted to S:

u(z) = Z s(i)x; and o (z) = Zﬂ'(’b) - s(i)x;

€S €S

for random signs s and a random permutation 7. Then as in the previous cases, for ¢ = u/(z)/u(x)
we have

i — x(i*)| < n/VD
with probability 1 —1/D, where D = |x;+
every i from S that has |i — 7(i)| > c¢n/v/D for an appropriate constant c¢. This means each i # *

has a 1 — 1/+/D chance of being ruled out, and i* remains in S with 1 — 1/D probability.
Therefore in the next iteration, we expect ”1’5\{1‘*}”% to decrease by a v/D factor, so the new

[l s\ (i1 ||2 is the “effective” value of C. We then remove

value of D is D54, Then in O(loglog n) iterations we will have D grow from C' to n?, at which
point S will be exactly {i*}.

Fourier measurements. In the Fourier setting, there are two problems with the above non-

adaptive method to overcome: first, the measurements were not Fourier measurements, and second

in this setting we would like a polylogarithmic in n—rather than superlinear in n—running time.
To use Fourier measurements, we consider the two observations

Ty = E wx; and Tait = g wlattlig.
i i

Then we have that
t

/l‘\ath/i‘\a ~ wi* .
This is known as the “OFDM trick,” after orthogonal frequency division multiplexing; it is also a
special case of the Prony method. In particular, one can show that for each ¢ as a distribution over
a7

|TastTa — | S 1/VC (1.2)

with probability 1 —1/C. Because there are only O(n/+/C) different i with w® inside this circle, we
can now use the same voting technique as in the general nonadaptive method to get an equivalent
result. Essentially, a is taking the place of the random signs s and ¢ is taking the place of the
random permutation. For random ¢, the true i* gets a vote with 1 — 1/C' probability and other i
get votes with 1/4/C probability, so O(log-(n/d)) random samples would suffice to identify i* with
1 — § probability.

However, the running time for this voting procedure would be at least ©(n/+/C) in each it-
eration, which is unacceptable for the sparse Fourier transform motivation. We will improve the
running time at some cost to the dependence on §. To describe this, we will first describe an
alternate method that loses a logc(% log n) factor in measurements but is fast; we will then see
how to merge these two methods into a fast sample-optimal method.
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Suppose that the property (1.2) held with probability 1 (and, for simplicity, with a suffi-
ciently small constant). Then consider using O(logon) samples to evaluate Toi:/T, at t =
1,CYV2 c%2 32 O(n). In the first round, we will learn i* to a region R; containing n/+/C
indices, all consecutive. In the second round, the w® for indices i € Ry will be uniformly spread
on the unit circle, so we will learn i* to a consecutive region Ry of n/C indices, then R3 of n/C?/?
consecutive indices, and so on. In the end, we will identify ¢* exactly. Because our regions contain
consecutive indices, we can compute all this in time linear in the O(logs n) sample complexity.

Of course, (1.2) does not hold with probability 1 for each t. However, if we evaluate ZTqyt/%q
for O(log¢ (3 loge n)) random values of a, then for each ¢ with 1 —J/ logs n probability the median
estimate will satisfy (1.2). Then a union bound over ¢ gives a 1 — ¢ failure probability overall, using
O(logc nlogc(% log~n)) samples and time. This technique appears in, e.g., [GMS05], and we use
it in Chapter 5 where we are willing to lose loglogn factors.

We merge the two techniques in Chapter 4 in the constant C,§ case. One can think of our
first method as a random code that expands logn bits into O(logn) bits—having time and failure
probability exponential in logn. Our second method learns log C = O(1) bits at a time; we can
think of this as partitions the goal into logn blocks of O(1) bits, each of which is randomly coded
into O(loglogn) bits, giving failure probability exponential in loglogn and time exponential in 1.
To merge the two techniques, we instead use logn/loglogn blocks of loglogn bits. Then decoding
each block has time and failure probability exponential in loglogn. A union bound then gets an
O(log'! n) time, O(logn) sample 1-sparse recovery method with 1/log®n failure probability. One
could probably extend this technique to general C' and § to get O(logo nlog-(1/6)) measurements
and O(log! n) time.

This method is related to tree codes [Sch93, GMS11] and spinal codes [PIFT12]. With adaptive
sampling, one could use noisy binary search [KKO07] to achieve a better dependence on the failure
probability; however, adaptive sampling would not work in our architecture for building a k-sparse
recovery algorithm.

1.4.2 Partial k-sparse recovery

Our first step in building a k-sparse recovery algorithm from a 1-sparse recovery algorithm is
“partial k-sparse recovery,” which recovers most of the k heavy hitters.

Definition 1.4.2. Let x € C™. The partial sparse recovery problem PARTIALSPARSE(x,k, f,€,0)
is to find 2’ with
Err?k(:r’ — x) < (14 €) Erri(z)

with probability 1 — 0 using (the given modality of ) measurements on x.

For this intuition, we will describe the case of f and § being small constants. We describe the
modalities from simplest to most complicated; each analysis builds upon the previous one.

Adaptive. In the adaptive setting, once we locate a heavy coordinate 7 we can observe x; directly
to make (2’ — x); = 0.

The idea is to partition the coordinates randomly into O(k/€) “buckets”, then perform 1-sparse
recovery on each bucket. Each coordinate will most likely (i.e., with probability 1 — f for constant
f) land in a bucket that both (1) does not include any of the other k£ heavy hitters and (2) has
roughly the average level of “noise” from non-heavy hitters, i.e. ©((e/k) Errz(x)). Therefore each i
with |x;|2 > (e/k) Erri(z) will with 1 — f probability contain a large constant fraction of the mass
in the bucket that it lies in, in which case the 1-sparse recovery guarantee says that ¢ will probably
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be found and removed from the residual. Therefore of the top k elements, we expect at most O(fk)
elements larger than (e/k) Err?(z) to remain in the residual. This gives the partial sparse recovery
guarantee.

Since the buckets have size ne/k, 1-sparse recovery takes O(loglog(ne/k)) measurements per
bucket or O(kloglog(ne/k)) measurements overall.

Nonadaptive. In the nonadaptive setting, we cannot simply observe x; after locating ¢ and make
the residual =, — z; zero. Therefore we need to introduce an estimation stage that lets us estimate
coordinate values using nonadaptive measurements. For any € < 1, we can randomly partition the
coordinates into O(k/e) buckets and observe u(x) = ). s(i)x; within each bucket for random signs
s(i) € {£1}. Then s(i)u(z) ~ x;, in particular |s(i)u(x) — z4? < (¢/k) Erri(z) with large constant
(say, 3/4) probability®. To estimate x;, we take the median of log(1/fJ) such estimates. With
1 — fd probability, most estimates will have small error and hence so will the median.

For partial sparse recovery with large C, as in the adaptive setting we partition the coordinates
randomly into O(k) buckets and perform C-approximate 1-sparse recovery on each bucket. With
probability 1 — 9, this will return a set L of locations such that

Errfck(:pL —z) < CErri(x)
We then use the estimation stage (run with O(k) buckets) to get 1 =~ xp, such that

Err%fk(:iL —z) < Err?k(:iL —xr) —&—Errfck(wL —z) < (14 C)Erri(z)

Estimation error Location error

with probability 1 — 2. This gives partial sparse recovery with O(klogon + k) = O(klogon)
measurements for constant f and 6.

Fourier. Our algorithm for the Fourier modality is modeled after the previous ones, but somewhat
more tricky to implement. For this discussion, we will assume C' = ©(1) for simplicity. The difficulty
lies in partitioning the coordinates randomly into O(k) buckets and performing 1-sparse recovery
within each bucket. With arbitrary linear measurements we choose matrix rows containing ©(n/k)
nonzeros; Fourier measurements, by contrast, have n nonzeros.

The trick is to post-process the measurements into ones that are “close” to the desired 1-sparse
measurements of buckets. To do this, we introduce good “filters” G € C" that are localized in
both time and frequency domains. More specifically, let I € R™ be the rectangular function of
width n/k, so I; = 1 for |i|] < n/(2k) and 0 otherwise, and for intuition suppose that the k large
coordinates of z were in random positions. Then x - I, where - denotes entrywise multiplication,
can be viewed as x restricted to a “bucket” of n/k coordinates. Since x - I is likely to be 1-sparse,
we would ideally like to sample from the Fourier transform of = - I and perform 1-sparse recovery.
This is hard to do exactly, but for some tolerance R, we construct G € C" such that roughly®

G =12 S| |l2/R
| supp(G)| < klog R

That is, G is an approximation of I with sparse Fourier transform.

®Since the k heavy hitters will probably miss the bucket, and (e/k) Err;(z) is the expected contribution of the
other coordinates.
STn particular, if we ignore coordinates near the boundary where I changes from 1 to 0.
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Figure 1-5 shows how to use G, G to estimate something about . We can compute G-7 in order
|supp(G)| < klog R time. If we then took its n-dimensional DFT, we would get the convolution
G x x. To be more efficient in time complexity, we can instead “alias” the observation G - 7 into k
terms (i.e., sum up the first k, second k, ... terms) and take the k-dimensional DFT. This gives
us a subsampling of G * 2: a vector u € C¥ with u; = (G * T)in/k» using O(klog R) samples and
O(klog(RE)) time.

We can think of u in another way, as u; = 3 ;((G * ej,1) - @), since our G is symmetric. In
this view, (G xe;,/1) - ® = (I * €3, /) - © approximates x restricted to n/k coordinates; it represents
a “bucketing” of z. Then u;, as the sum of elements in this bucket, represents the Oth Fourier
coefficient of the bucketed signal. More generally, if (as in the figure) we shift G by an offset a
before multiplying with 7, then u; will represent the ath Fourier coefficient of the bucketed signal,
for each bucket i € [k].

The resulting u is therefore the desired measurements of buckets achieved by post-processing.
Hence we can run this procedure to compute u for multiple a as desired by our 1-sparse recovery
algorithm, and if the bucketed signal (G x* €in/k) - T is l-sparse then we will recover the large
coordinate with O(klog Rlog(n/k)) samples.

The above description uses a deterministic bucketing, which will always fail on inputs with
many nearby large coordinates. To randomize it, we imagine sampling from z] = Toiw Y for
random o,b € [n] with o invertible mod n. As in [GGIT02a, GMS05], the corresponding inverse
Fourier transform z” is an approximately pairwise independent permutation of x. Since we can
easily simulate samples from 7" using samples of Z, this gives us a randomized bucketing.

To get partial sparse recovery with this setup, we just need R to be large enough that the
“leakage” between buckets is negligible. In our Chapter 4 result optimizing time complexity,
we set R = n®M). This is simple and easily suffices when our goal is n®M) precision, but in-
curs a log R = logn loss in sample complexity. In Chapter 5, we show that we only need that
R be at least the “signal-to-noise ratio” ||z||2/ Err?(x). The signal-to-noise ratio may be quite
large; but in those cases C-approximate recovery for C = RY) gives useful information using
O(klog Rloggr(n/k)loglogn) = O(klog(Rn/k)loglogn) measurements. In Section 1.4.4 we de-
scribe the intuition of this procedure.

1.4.3 General k-sparse recovery

Suppose our original signal is z*. Our first call to PARTIALSPARSE recovers a x(!) where z* — y()
is (say) k/2-sparse. We would then like to recursively call PARTIALSPARSE on = = z* — x(1) with
different parameters to get x’ and set x2) = x() 4/, then on z = 2* — Y@ to get ¥(®), and so on.
Two questions arise: first, how can we implement observations of x = z* — x using observations of
x* and knowledge of x? Second, what schedule of of parameters (k,, fr, €, 0,) should we use?

Implementing observations. For any row v of A, we can find (v, z) by observing (v, z*), directly
computing (v, x), and subtracting the two. In the adaptive and nonadaptive modalities this works
great because (a) we are not concerned with running time and (b) the running time is fast in
any case because v is sparse. In the Fourier setting neither of these hold. We will implement
observations in different ways in the two Fourier chapters.

In Chapter 4, where R = n20), we use that the “buckets” are very well isolated and each
coordinate of x only contributes non-negligibly to a single bucket. That is, the post-processed
measurements u are essentially sparse linear transformations, so we can compute the influence of
x efficiently.

26



(a) Accessible signal T (b) Desired result z

]
1

(c) Filter G at some offset a. (d) Absolute value of G, which is indepen-
dent of a.

n-dimensional DFT

® -dimensional DFT

.l W
M

(e) Observation Gz (f) Computed k-dimensional Fourier trans-

form of G - Z (red dots) is a subsampling of
G * z (green line).

Figure 1-5: Computation using ﬁlter/s\. For clarity, the signal x is exactly k-sparse. The red points
in (f) can be computed in O(|supp(G)| + klog k) time.
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In Chapter 5, because R may be smaller this is no longer the case. Instead, we use that the
sampling pattern on T consists of arithmetic sequences of length larger than k. By the semi-
equispaced Fourier transform, we can compute X at those locations with only a logarithmic loss
in time ([DR93, PSTO01], see also Section 5.12). We then subtract Y from z* to get T before
post-processing the measurements.

Parameter schedule. We will vary the schedule, but the basic idea is to choose the f; somehow
and then:

ki =k]] f:

1<t

1 ‘2
€ = 1—06/1

1.9
6% = Toé/l

for i <r where r is such that [[,, fi < 1/k. Then with probability 1 —3,d; > 14, all the calls
to PARTIALSPARSE succeed. In this case, by telescoping the guarantee of PARTIALSPARSE we have
that the final result has

lz* = XM = Brr? (2" — x7) < Errf (") [ + &) (1.3)
i<r

If € < 1, one can show [[,.,.(1 +¢;) <1+ € which gives the desired guarantee (1.1).

The choice of f; may affect the number of rounds r, the number of measurements, and the
running time, but not correctness. Because of the logarithmic dependence of PARTIALSPARSE on
f and linear dependence on k, we will be able to set f; = 271/fi) and still have the sample
complexity dominated by the first call to PARTIALSPARSE. Then f decays as a power tower, so
only r < log™ k rounds are necessary.

When C > 1, (1.3) does not give the guarantee (1.1) but instead

lz* = x5 < COUEH Brr (27).

Hence in the nonadaptive modality this gives a COU°8" ¥)_approximate sparse recovery algorithm
using O(klog~(n/k)) measurements. Redefining C, this gives a C-approximate algorithm with
O(klogq(n/k)log* k) measurements.

1.4.4 SNR reduction

Our Fourier-modality algorithm optimizing measurements (Chapter 5) adds an SNR reduction
stage to the architecture. Let O*(-) hide loglogn factors. The preceding sections describe how,
with arbitrary measurements, we can achieve C-approximate recovery with O*(klogs(n/k)) mea-
surements. Furthermore with Fourier measurements, if the SNR. ||z||2/ Err?(z) < R, we can perform
C-approximate recovery with O*(klog Rlog-(n/k)) measurements.

By definition, the C-approximate recovery guarantee states that the residual x — 2’ has SNR
C?. Therefore, starting with an upper bound on the SNR of R = n°®) | we can perform RO-1-
approximate recovery using O*(klog(Rn/k)) measurements and recurse on the residual with R —
R%2. After loglogn iterations, the SNR will be constant and we can solve the problem directly for
the desired approximation factor 1 + e.
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1.5 Lower bound techniques

1.5.1 /¢,/{, guarantees

Generally the two norms in (1.1) can be different; an “f, /¢, guarantee” uses £, on the left and ¢,
on the right, and scales C' as k'/P~1/4; this scaling compensates for the behavior if the vectors on
both sides were dominated by k comparable large values. The common (p, ¢) in the literature are
(00,2), (2,2), (2,1) and (1,1), in order of decreasing strength of the guarantee. In every chapter
of this thesis except Chapter 7, we choose p = g = 2.

Choosing ¢ = 2 is important because the guarantee (1.1) is trivial on many signals when ¢ = 1.
In particular, vectors are often sparse because their coordinates decay as a power law. Empirically,
power laws x; ~ i~® typically have decay exponent o € [1/2,2/3] [CSN09, Mit04]", which is
precisely the range where the right hand side of (1.1) converges when ¢ = 2 but not when ¢ = 1.
For such signals, the ¢ = 1 guarantee is trivially satisfied by the zero vector. The downside of this
stronger guarantee is that it is harder to achieve. In fact, no deterministic algorithm with m = o(n)
can achieve ¢ = 2 [CDDO09], so we must allow randomized algorithms with a ¢ chance of failure.

For the left hand side, having p = 2 is nice because it is basis independent. So if we sparsify in
one basis (e.g., the wavelet basis for images) we can still get an approximation guarantee in another
basis (e.g. the pixel basis).

A significant fraction of the work on sparse recovery considers post-measurement noise. In this
model, one observes Ax + w for an exactly k-sparse x and wants to recover =’ with

2" = z]l2 < Cllwl2.

To be nontrivial, one adds some restriction on size of entries in A, such as that all rows have
unit norm. This model behaves quite similarly to the ¢3/¢2 pre-measurement noise model, and
algorithms that work in one of the two models usually also apply to the other one. We will focus
on pre-measurement noise, but most of our algorithms and lower bounds can be modified to apply
in a post-measurement noise setting.

1.5.2 /y: Gaussian channel capacity

In the /5 setting, we can often get tight lower bounds the number of measurements required for
sparse recovery using the information capacity of an AWGN Gaussian channel. Similar techniques
have appeared in [Wai09, I'T10, ASZ10, CD11].

Basic technique. To elucidate the technique, we start with an Q(logo n) lower bound for arbi-
trary nonadaptive measurements with £ =1 and C' > 2. We draw = from the distribution

Tr =€ +w

for i* € [n] uniformly at random and w ~ N(0,0(1/(C?n))I,,) normally distributed. We will show
that

logn < I(i*; Ax) S mlogC (1.4)

"Corresponding to Pareto distributions with parameter o € 2,3].
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to get the result, where I(a;b) denotes the Shannon mutual information between a and b. For the
left inequality, we know that sparse recovery must find x’ with

2" = eill2 < [|2" = @[l2 + lwll2 < (C' + D) [Jw]l2 (1.5)

with constant probability. But ||wl2 is strongly concentrated about its mean ©(1/C), so with
appropriate constants ||z’ — e;||2 < 1/4 with constant probability. But then rounding 2’ to the
nearest e; will recover the logn-bit ¢* with constant probability. By Fano’s inequality, this means
I(i*;2") 2 logn. Since i* — Az — 2’ is a Markov chain, I(:*; Az) > I(i*;2) 2 logn.

For the upper bound on I(i*, Az), we note that each individual measurement is of the form

(v,2) = v+ + (v, w)

for some row v of A. Since w is isotropic Gaussian, (v, w) is simply a Gaussian random variable
independent of v;«. This channel i* — (v, z) is an additive white Gaussian noise (AWGN) channel,
which is well studied in information theory. In his paper introducing information theory [Sha48],
Shannon proved that it has information capacity

1
I(i*, (v, x)) < 510g(1+SNR) (1.6)
2
where SN R denotes the “signal to noise ratio” %. In our setting, we have E[vZ] = ||v||3/n

and E[(v, w)?] = [|v[|3/(C*n), giving
I(i*, (v,x)) < log C.

Using the chain rule of information and properties of linearity, we then show that I(i*, Az) <
mlog C to get (1.4), and hence m = Q(logy n).

General nonadaptive. To support £ > 1, we instead set
rT=I+w

where & € {0,41}" is k-sparse and w ~ N(0,k/(C?n)I). In particular, we draw supp(Z) from a
code F of 29klog(n/k) Jifferent supports, where every pair of supports in the code differ in Q(k)
positions. Then in a very similar fashion to the above, we get the result from

klog(n/k) < I(supp(z); Ax) < mlogC.
The lower bound follows from the distance property, and the upper bound just needs that

E[(v, %)% = k/n (1.7)

T

for every unit vector v. If & is drawn uniformly conditioned on its support S and the code is
sufficiently “symmetric”, we have

El(v, 2)"] = E[[lvs[|3] = k/n.

The same framework also supports C' = 1 + € for € = o(1). First, to make the upper bound
of (1.4) hold, we increase w to N(0,k/(en)I). The lower bound of (1.4) then requires more care,
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but still holds.

Adaptive Fourier. In the Fourier setting, we would like to lower bound adaptively chosen mea-
surements sampled from the Fourier matrix.

The above technique is mostly independent of adaptivity, with the exception of (1.7). In the
adaptive setting, v is not independent of z, which makes (1.7) not hold. To work around this, we
observe that for any fixed row v of the Fourier matrix and S = supp(z), if the signs of Z are chosen

uniformly at random, then
Pr(v, %)% > kt/n] < e~

by subgaussian concentration inequalities. Therefore with high probability over the signs,
(v, #)? < k(logn)/n

for all v in the Fourier matrix. Then regardless of the choice of v, the SNR is bounded by C? log n,
giving I (supp(); Az) < mlog(C'logn). Thus with Fourier measurements, adaptivity can only give
a loglogn factor improvement.

Arbitrary adaptive. When the measurement vector v can be chosen arbitrarily, the above
lower bound (which relies on ||v||oc = 1/4/n) does not apply. In fact, in this case we know that
O(kloglog(n/k)) measurements suffice. Using a more intricate Gaussian channel capacity argu-
ment, we show that Q(loglogn) measurements are necessary. Hence our upper bound is tight for
k=1

The core idea of the proof is as follows. At any stage of the adaptive algorithm, we have some
posterior distribution p on ¢*. This represents some amount of information b = H(i*) — H(p).
Intuitively, with b bits of information we can restrict i* to a subset of size n/2°, which increases the
SNR by a 2 factor giving channel capacity % log(1+ SNR) < 1+b. For general distributions p this
naive analysis based solely on the SNR does not work; nevertheless, with some algebra we show for
all distributions p that I(i*; (v,z) | p) < 1+ b. This means it takes Q(loglogn) measurements to
reach logn bits.

1.5.3 /;: Communication complexity

In Chapter 7, we consider recovery guarantees other than the standard ¢ guarantee. The Gaussian
channel technique in the previous section does not extend well to the ¢; setting. It relies on the
Gaussian being both 2-stable and the maximum entropy distribution under an ¢2 constraint. The
corresponding distributions in ¢; are not the same as each other, so we need a different technique.

We use communication complexity. Alice has an input x € R™ and Bob has an input y € R"”,
and they want to compute some function f(z,y) of their inputs. Communication complexity studies
how many bits they must transmit between themselves to compute the function; for some functions,
it is known that many bits must be transmitted. We show that a variant of a known hard problem,
Gapf, is hard on a particular distribution.

We then show that sparse recovery solves our Gapls, variant. In the nonadaptive setting, the
idea is that Alice sends Ax to Bob, who subtracts Ay to compute A(x — y). Bob then runs sparse
recovery on x — y, and the result lets us solve our Gapf, variant. This shows that Az must have
Q(k/+/€) bits. In the adaptive setting, the same idea applies except the communication is two-
way—so Alice and Bob can both compute subsequent rows of the matrix—and we get the same
bound.
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Of course, the entries of A are real numbers so Ax may have arbitrarily many bits. We show
that only O(logn) bits per entry are “important”: rounding A to O(logn) bits per term gives
a negligible perturbation to the result of sparse recovery. Because our lower bound instance has
n &~ k/e, this gives a lower bound on the number of measurements of Q(k/(y/elog(k/¢))).
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Chapter 2

Adaptive Sparse Recovery

(Based on parts of IPW11])

2.1 Introduction

In this chapter we give an algorithm for 1 + e approximate f2/¢2 sparse recovery using only
O(%k log log n) measurements if we allow the measurement process to be adaptive. In the adaptive
case, the measurements are chosen in rounds, and the choice of the measurements in each round
depends on the outcome of the measurements in the previous rounds.

Implications. Our new bounds lead to potentially significant improvements to efficiency of sparse
recovery schemes in a number of application domains. Naturally, not all applications support adap-
tive measurements. For example, network monitoring requires the measurements to be performed
simultaneously, since we cannot ask the network to “re-run” the packets all over again. However,
a surprising number of applications are capable of supporting adaptivity. For example:

e Streaming algorithms for data analysis: since each measurement round can be implemented
by one pass over the data, adaptive schemes simply correspond to multiple-pass streaming
algorithms (see [McGO09] for some examples of such algorithms).

e Compressed sensing of signals: several architectures for compressive sensing, e.g., the single-
pixel camera of [DDTT08a], already perform the measurements in a sequential manner. In
such cases the measurements can be made adaptive!. Other architectures supporting adap-
tivity are under development [Defl10].

e Genetic data analysis and acquisition: as above.

Running time of the recovery algorithm. In the nonadaptive model, the running time of the
recovery algorithm is well-defined: it is the number of operations performed by a procedure that
takes Ax as its input and produces an approximation z’ to x. The time needed to generate the
measurement vectors A, or to encode the vector x using A, is not included. In the adaptive case, the
distinction between the matrix generation, encoding and recovery procedures does not exist, since

We note that, in any realistic sensing system, minimizing the number of measurements is only one of several
considerations. Other factors include: minimizing the computation time, minimizing the amount of communication
needed to transfer the measurement matrices to the sensor, satisfying constraints on the measurement matrix imposed
by the hardware etc. A detailed cost analysis covering all of these factors is architecture-specific, and beyond the
scope of this thesis.
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new measurements are generated based on the values of the prior ones. Moreover, the running time
of the measurement generation procedure heavily depends on the representation of the matrix. If
we suppose that we may output the matrix in sparse form and receive encodings in time bounded
by the number of nonzero entries in the matrix, our algorithms run in nlog®™® n time. Moreover, if
we may implicitly output the matrix (e.g. output a circuit that computes each entry of the matrix
in each round) then one could probably implement our algorithm with & logo(l) n time.

2.2 1-sparse recovery

This section discusses recovery of 1-sparse vectors with O(loglogn) adaptive measurements. First,
in Lemma 2.2.1 we show that if the heavy hitter z;+ is B > 1 times larger than the {3 norm of
everything else (the “signal-to-noise ratio” is n?), then with two nonadaptive measurements we can
find an estimate j of j* with |j — j*| < n/B. The idea is quite simple: we observe

u(x) = Z s(i)x; and v (z) = Zz - s(i)x;

i i
for random signs s(i) € {£1}, and round «/(z)/u(z) to get our estimate of j*.
Lemma 2.2.1. Consider the measurements

u(zx) = Z s(i)x; and o' (z) = Zz - s(i)x;

for pairwise independent random signs s(i) € {£1}. Then with probability 1 — ¢,

n|lz_jl2
< 9o %=l
Vo |5L’J |

for any 7* for which this bound is less than n.

Proof. By assumption, we have that j* satisfies |x;«|* > (8/8)||z_;«||3. We have that

@) (i)
az) T st

and will bound the numerator and denominator of this error term. We have by pairwise indepen-

dence of s that )
E (Z(Z —j*)l‘w(i)> = (i—j")%} <n

% %

L2

so by Markov’s inequality, with probability 1 — §/2 we can bound the numerator by
\Z i— " )zis(i)] < V2/onfz_j- 2

For the denominator, we have

S ais(l > o] = | 3 st

g
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Because E[| >, z;5(i)|%] =
with probability 1 — §/2 that

2 < 8]z+|?/8 by assumption, by Markov’s inequality we have

| D wis(i)] < Jaj-]/2

i#g*

and so the denominator is at least |z;+|/2. Combining, we have

u’(x Z i—J") < \/ﬁ””xﬁ'*HZ _ 2\@& [z—j+]2
u(x) doii s () |zj+1/2 Vo |y
as desired. u

This lemma is great if |z;«| > n|jz_j||2, in which case u(z)/u/(x) rounds to j*. At lower
signal-to-noise ratios, it still identifies j* among a relatively small set of possibilities. However,
because those possibilities (i.e. the nearby indices) are deterministic this lemma does not allow us
to show that the energy of the extraneous possibilities goes down. To fix this, we extend the result
to allow an arbitrary hash function from [n] to [D]:

Lemma 2.2.2. Let h: [n] — [D] be fized and consider the measurements
u(x) = ZS(Z)!I/‘@ and u'(x) = Z h(i) - s(i)x

for pairwise independent random signs s(i) € {£1}. Then with probability 1 — ¢,
u'(z)
u(x)
for any j* for which this bound is less than D.

Proof. The proof is identical to Lemma 2.2.1 but replacing (i — j*)? < n? with (h(i) — h(j*))? <
D2 O

< oz D il

M) <22

Lemma 2.2.3. Suppose there ezists a j* with |xj«| > C’(sg%ﬂx_j*Hg for some constant C and
parameters B and 6. Then with two nonadaptive measurements, NONADAPTIVESHRINK (z, B/§)
returns a set S C [n] such that j* € S, ||vg (]2 < |x—j|l2/VB, and |S| < 1+ n/B with
probability 1 — 30.

Proof. Let D = B/ and h : [n] — [D] be a pairwise independent hash function. Define Cj= = {i #
7%+ h(i) = h(j*)} to be the set of indices that “collide” with j*. We have by pairwise independence
that each i # j* has Pr[i € Cj«] = 1/D, so

M@H—W—WD<MB
3] = lle—s+13/D =

and so with probability 1 — 24 we have |Cj«| < n/B and ||lzc;.[l2 < |z—j+|]2/VB, so
S ={i:h(i) = h(j")} = Cj= U{j"}

would be a satisfactory output. By Lemma 2.2.2, we have with probability 1 — ¢ that

. D [lz—j-|l2 B 57 22
— h(5%)] < 2v2— <22 =
Gl < f\/S Tje f53/2 CB C

Elllzc,.

u'(x)

u(z)

<1/2
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procedure NONADAPTIVESHRINK(z, D) > Find smaller set S containing heavy coordinate x ;=
s:[n] = {£1} and h: [n] — [D] pairwise independent.
u <y s(i)x; > Observation
uw Y h(i)s(i)x; > Observation
j «+ RounD (v /u).
return {i | h(i) = j}.

end procedure

procedure ADAPTIVEONESPARSERECOVERY (z) > Recover heavy coordinate
S« [n]
B+ 2§+ 1/4

while |S| > 1 do
S <~ NONADAPTIVESHRINK(zg,4B/0)
B« B32 5+ §/2.
end while
return The single index in S
end procedure

Algorithm 2.2.1: Adaptive 1-sparse recovery

for sufficiently large constant C'. But then % rounds to h(j*), so the output is satisfactory with

1 — 36§ probability. O

Lemma 2.2.4 (1-sparse recovery). Suppose there exists a j* with |xj+| > C|z)\ = ]l2 for some
sufficiently large constant C. Then O(loglogn) adaptive measurements suffice to recover j* with
probability 1/2.

Proof. Let C’ be the constant from Lemma 2.2.3. Define By = 8 and B,41 = 33/2/(2\/5) for r > 0.
Define 6, = 27" /12 for » > 0. Suppose C' > C”Bo/ég/Q.
Define R = O(loglogn) so Br > n. Starting with Sy = [n], our algorithm iteratively applies
Lemma 2.2.3 with parameters B = B, and § = d, to g, to identify a set S, 11 C S, with j* € S,41.
We prove by induction that Lemma 2.2.3 applies at the ith iteration. We chose C' to match the

base case. For the inductive step, suppose ||z, (;3/l2 < |xj*]/(C’5§/’“2). Then by Lemma 2.2.3,

BY? B,
2/ v/ By < |yl /(C' =) = laye] /(C'EL
67'/ 4 —/i-l

25,0y ll2 < lles gy

so the lemma applies in the next iteration as well, as desired.
After r iterations, we have S, < 1+ n/B? < 2, so we have uniquely identified j* € S,. The
probability that any iteration fails is at most ) -, 36, < 609 = 1/2. O

2.3 k-sparse recovery

Given a l-sparse recovery algorithm using m measurements, one can use subsampling to build a
k-sparse recovery algorithm using O(km) measurements and achieving constant success probability.
Our method for doing so is quite similar to one used in [GLPS10]. The main difference is that, in
order to identify one large coefficient among a subset of coordinates, we use the adaptive algorithm
from the previous section as opposed to error-correcting codes.
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For intuition, straightforward subsampling at rate 1/k will, with constant probability, recover
(say) 90% of the heavy hitters using O(km) measurements. This reduces the problem to k/10-
sparse recovery: we can subsample at rate 10/k and recover 90% of the remainder with O(km/10)
measurements, and repeat logk times. The number of measurements decreases geometrically,
for O(km) total measurements. Naively doing this would multiply the failure probability and
the approximation error by log k; however, we can make the number of measurements decay less
quickly than the sparsity. This allows the failure probability and approximation ratios to also decay
exponentially so their total remains constant.

To determine the number of rounds, note that the initial set of O(km) measurements can be
done in parallel for each subsampling, so only O(m) rounds are necessary to get the first 90% of
heavy hitters. Repeating log k times would require O(mlogk) rounds. However, we can actually
make the sparsity in subsequent iterations decay super-exponentially, in particular as a power tower.
This give O(mlog* k) rounds.

Theorem 2.3.1. There exists an adaptive (1 + €)-approzimate k-sparse recovery scheme with
O(Lklog 3 loglog(ne/k)) measurements and success probability 1 — §. It uses O(log* kloglog(ne))
rounds.

To prove this, we start from the following lemma:

Lemma 2.3.2. We can perform O(loglog(n/k)) adaptive measurements and recover an@ such that,
for any j € Hy1(x) we have Pr[v = j] = Q(1/k).

Proof. Let S = Hp(z). Let T' C [n] contain each element independently with probability p =
1/(4C?k), where C is the constant in Lemma 2.2.4. Let j € H 1(z). Then we have

Ellzrsl3] = pllzgll

so with probability at least 3/4,

1
lzr\sllz < v4plleglle = ﬁ”ﬂfﬂb < lz1/C

where the last step uses that j € Hy i(x). Furthermore we have E[|T\ S|] < pnso |T'\ S| < n/k
with probability at least 1 — 1/(4C?) > 3/4. By the union bound, both these events occur with
probability at least 1/2.

Independently of this, we have

PrTnS={j}]=p(l-p)"" >p/e
so all these events hold with probability at least p/(2e). Assuming this,
lzr\gplle < |2;1/C

and |T| < 14 n/k. But then Lemma 2.2.4 applies, and O(loglog |T'|) = O(loglog(n/k)) measure-
ments of xp can recover j with probability 1/2. This is independent of the previous probability,
for a total success chance of p/(4e) = Q(1/k). O

Lemma 2.3.3 (Partial k-sparse recovery). With O(%klog % loglog(ne/k)) adaptive measurements,
we can recover T with |T| < k and

Errfck(:nf) < (14 €) Err2(x)

39



with probability at least 1 — §. The number of rounds required is O(loglog(ne/k)).

Proof. Repeat Lemma 2.3.2 m = O(%klog %) times in parallel with parameters n and k/e to get
coordinates 7" = {t1,t2,...,tn}. For each j € Hy (x) C Hy/c () and i € [m], the lemma implies
Pr[j = t;] > ¢/(Ck) for some constant C. Then Pr[j ¢ T'] < (1 — ¢/(Ck))™ < e=/(Ck) < f§ for
appropriate m. Thus
E[|Hy,e(z) \ T'|] < fo|Hy,e(x)| < fok
Pr [|Hp(z)\T'| > fk] <.
Now, observe x7 directly and set T C T’ to be the locations of the largest & values. Then,

since Hy ¢(z) C Hy(2), |Hpe(2) \T| = |Hg(x) \ T'| < fk with probability at least 1 — 4.
Suppose this occurs, and let y = 27. Then

< me\b
= leg 3 + 12 a @y . @)l13
< N2z l13 + kil a )\ () 6
<@ +e>|ra:Hk 3
= (1 + ¢) Err?(x)

as desired. ]
procedure ADAPTIVEKSPARSERECOVERY (z, k, €, 0) > Recover approximation T of x
Ry + [n]
0o (5/2, €0 < 6/6, fo — 1/32, ko < k.
J+{}
for i +0,....,O(log” k) do > While k; > 1

for t +0,...,0(1 klogé)do
St SUBSAMPLE(R“ @(el/k' )
J.add(ADAPTIVEONESPARSERECOVERY(zg, ))
end for
Risy + 0]\ J
(514_1 — 0; /8
€11 < 61‘/2
fir1 1/21/(4”1fi)
ki1 < kifs
end for
T+ 1y > Direct observation
return T
end procedure

Algorithm 2.3.1: Adaptive k-sparse recovery
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Theorem 2.3.4. We can perform O(%klog % loglog(ne/k)) adaptive measurements and recover a
set T of size at most 2k with

lazllz < (1 + )l
with probability 1 — 6. The number of rounds required is O(log* kloglog(ne)).
Proof. Define 6 = 52; and ¢ = —5;. Let fo = 1/32 and f; = 271/ fi=1) for i > 0, and define
ki =kI[l[;~; f;- Let Ro = [n].

Let r = O(log* k) such that f._; < 1/k. This is possible since a; = 1/(4'T1f;) satisfies the
recurrence ap = 8 and a; = 2%-1722 5 90i-1/2 Thyg o, > k for r = O(log* k) and then
fr1 < 1/057»_1 < 1/]€.

For each round ¢ =0, ...,r — 1, the algorithm runs Lemma 2.3.3 on xzr, with parameters ¢;, k;,
fi, and §; to get T;. It sets R;11 = R; \ T; and repeats. At the end, it outputs T = UT;.

The total number of measurements is of order

(neifki) S 372 ’“/’“)iog(l/m (+log5)log(log(k:/k:)+10g(ne/k))

< gklog 5 1og log(ne/k) S 2 (ki /k) log(1/.£:) (i + 1) loglog (F/k:)

using the very crude bounds i +log(1/6) < (i+1)log(1/d) and log(a+b) < 2logalogb for a,b > e.
But then

> 2'(ki/k)log(1/ f;) (i + 1) loglog(k/k;) < Y 2'(i + 1) filog(1/ f;) loglog(1/ fi)

S 26+ )V
<1

since f; < /16%, giving O(%klog % log log(ne/k)) total measurements. The probability that any of
the iterations fail is at most > 0; < . The result has size |T| < > k; < 2k. All that remains is the
approximation ratio ||zg|l2 = [|zR,||2-

For each i, we have

Erriiﬂ(xmﬂ) = Err%ki (zpa7) < (1+€) Err}, (zg,).
Furthermore, k. < kf,._1 < 1. Hence
r—1 r—1
|z, 15 = Errf, (zR,) < (H(l + 6z‘)> Errf, (zRr,) = (H(l + 6z’)> Errj (x)
i=0 i=0

But [[/25 (1 +¢) < eX < e, s0

r—1
[0+ e) <16 Yo <14
i=0
and hence
lezlle = llzr,l2 < (1 + )llzg 52
as desired. )

Once we find the support 7', we can observe zp directly with O(k) measurements to get a
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(1 + €)-approximate k-sparse recovery scheme, proving Theorem 2.3.1.
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Chapter 3

Nonadaptive Upper Bound for High
SNR

(Based on parts of [PW12])

This chapter gives an upper bound for C-approximate sparse recovery that uses O(k log™ k log(n/k))
measurements for C' > 1. This matches, up to a log* k factor, the lower bound in Chapter 6. Pre-
vious results were optimal when C' = O(1) or C = n?(1) (see [CRT06b] for C' = 1+ ©O(1), [GLPS10]
for C' =1+ o(1), and in a slightly different setting [EG07, BJCC12] for C' = n*(1), but this is the
first result we are aware of that performs well in the intermediate regime.

We first focus on recovery of a single heavy coordinate. We then study “partial” sparse recovery,

i.e. recovery of 90% of the heavy hitters for general k. We conclude with recovery of all the heavy
hitters.

3.1 1-sparse recovery

We observe 2r measurements, for some r = O(logon). Let D = C/16. For i € [r], we choose
pairwise independent hash functions h: [n] — [D] and s: [n] — {1}. We then observe

u=> s(j)z; u = Z h(5)s(j)x;.

J

Lemma 3.1.1 (1-sparse recovery). Suppose there exists a j* € [n] such that |xj<| > Cllx_j«||2.
Then if C is larger than a sufficiently large constant, we can choose r = O(logn(n/d)) and D =
O(V/C) so that LOCATEISPARSE returns j* with probability 1 — .

Proof. These measurements u; and v} are identical to those used and analyzed for 1-sparse recovery
in Chapter 2. By Lemma 2.2.2, for each i € [r] with probability 1 — 1/C over s; we have

/

u; , D |z—j|2
— — (5] < 2V2 2 <1/2
u; V1/C |z

for appropriate constant in D = ©(v/C). Hence for a; = ROUND( %), we have

Prfa; # hi(j*)] < 1/C. (3.1)
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procedure LOCATE1SPARSE(z, C)
for i € [r] do > r = O(loga(n/d))
Choose h; : [n] — [D] and s; : [n] — {£1} pairwise independent. > D =+/C/16
Sample u; = >, si(j)z; and wp = > hi(4)si(j)z;.
a; < ROUND(u'/u)
end for
¢j < [{i € [r] [ hi(j) = i} for j € [n].
S« {jeln]|c >r/2}.
if |S| =1 then
return the single element j € S
else
return L
end if
end procedure

Algorithm 3.1.1: Nonadaptive 1-sparse location

This is independent for each i € [r], so the probability this happens r/2 times is

r

/

for r = ©(log~(n/J)). Similarly, we have for j # j* that

Pili ¢ 5] < (1, ) /O < (4C) 2 = €700 < /().

Prla; = hi(j)] < Prlhi(j) = hi(j)] + Prla # hy(j*)] < 1/D + 1/C < 2/D.

Hence
Pr[j € 5] < ( 7/"2) (2/D)"/? < D) < §/(2n).
r
Therefore a union bound gives that S = {j*} with probability 1 — 4. O

3.2 Partial k-sparse recovery

3.2.1 Location

For general k, we locate a set L of O(k) coordinates by partitioning the coordinates into B = O(k)
sets of size n/B and applying LOCATEISPARSE. To be specific, we use pairwise independent hash
functions h: [n] — [B] to partition into B sets {i : h(i) = u} for each u € [B].

The algorithm LOCATEMOST performs this for R = O(log(1/f6)) different hash functions h
and outputs the set of indices j € [n] that are located in most of the hashing h.

First we analyze the probability that a “heavy hitter” is located in a single hashing:

Lemma 3.2.1. Each round of LOCATEMOST uses O(klogq(n/k)) measurements and returns a
set L of size O(k) such that each j € Hy c(x) has j € L with probability at least 3/4.

Proof. Let h : [n] — [B] be the pairwise independent hash function used in this round. Let
S = Hp(z) denote the indices of the largest k coefficients of z, and let j € Hjc(z) C S so
\'a:j|2 > % Erri(z). Define C; = {i # j : h(i) = h(j)} to be the set of elements that “collide” with
J-
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procedure LOCATEMOST(z, k, f, d, C)

for r + [R] do > R = O(log(1/f4))

Choose h : [n] — [B] pairwise independent.
L, + {LOCATE1SPARSE(z restricted to {j : h(j) = i},VC) | i € K]}
end for
& [{r | € Lo} for j € [n].
Le{jle>R/2)
return 7,
end procedure
procedure EsTIMATEMoOST(z, k, f, d, L)

> B =0(k)

for r + [R] do > R = O(log(1/f4))

Choose h: [n] — [B] and s : [n] — {£1} pairwise independent.
Observe y; = >y, s(i)z; for each j € [B].
"
end for
ZT; + median, i’l(-r)
return 7y,
end procedure

5(4)yn(s) for each i € L.

> B = 0(k)

Algorithm 3.2.1: Nonadaptive partial k-sparse recovery

By pairwise independence of h we have that
E[|Cl] <n/B

Ellcy\sl3] = 3 Brik(o)
E[|C; N S| < k/B.
Hence if B > 24k, with 7/8 probability we will have that

Cjl <n/k
lzcy\sl = 7 Bred(x)

|Cj N S| < 1.
In this case, ' = {i : h(i) = h(j)} = C; U {j} has

ey ll2 < |ay|/vVC

and |T| < 1+ n/k. Therefore x restricted to T is a size 1 4+ n/k vector, and Lemma 3.1.1 shows
that with 7/8 probability LOCATE1SPARSE(x restricted to T', v/C) returns j using log,/z8|T)) S
O

log(n/k) measurements.

Corollary 3.2.2. With O(klogx(n/k)log(1/fd)) measurements, LOCATEMOST returns a set L of

size O(k) such that each j € Hy c(x) has j € L with probability at least 1 — f9.

Proof. We repeat the method of Lemma 3.2.1 O(log(1/f0)) times, and take all coordinates that

bound each j € Hy c(x) lies in the output with probability at least 1 — f4.
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Corollary 3.2.2 gives a good method for finding the heavy hitters, but we also need to estimate
them.

3.2.2 Estimation

We estimate using Count-Sketch [CCF02], with R = O(log(1/f¢)) hash tables of size O(k/e).

Lemma 3.2.3. Suppose |L| < k. With O(k log(%)) measurements, ESTIMATEMOST returns Zp,
so that with probability 1 — & we have

Err%k(xL —#1) < Erry(z)

Proof. Consider any j € [n| and round r € [R] with hash functions h, s. Let C; = {i # j : h(i) =
h(j)}. We have

) — zj = s(j) Z s(i)x;

iECj
and so
ISE[(E(’") —2j)’] = |lag, 13-
Hence for each j and r, with 7/8 probability we have
(@0 — 2;)? < 8llac, |15
Now, by pairwise independence of h we have that

E[|C; N Hy(2)l) < k/B

1
Bz, o) 3] = 7 B (2)

so if B > 100k then we have that |C;NHy(x)| = 0 with 99/100 probability and with 9/10 probability
Sllzcp\m@ 13 < Too % Brr (@) < f Brrg ().
Hence by a union bound, with 1 —1/100 — 1/8 — 1/10 > 3/4 probability we have

1
(2" — ;)2 < z Err}(z) (3.2)

for each coordinate j and round r. By a Chernoff bound, using R = O(log 1/(fd)) rounds, with at
least 1 — fo probability we will have that more than R/2 of the r € [R] satisfy (3.2). In this case,
the median Z; must satisfy it as well.

Therefore with 1 — ¢ probability, at most fk of the |L| < k elements j € L have

(&) — aj)* >  Brrg(a),

S

giving the result. O
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3.2.3 Combining the two

Lemma 3.2.4 (Partial sparse recovery). The result £, of LOCATEMOST followed by ESTIMATE-
MosT satisfies
Err?ck(a: —21) < CErri(z)

with probability 1 — ¢, and uses O(kloga(n/k) log(%)) measurements.
Proof. Let T contain the largest k coordinates of z. By Corollary 3.2.2, each j € Hy c(x) has j € L
with probability 1 — fd, so with probability 1 — § we have |Hy c(z) \ L| < fk. Therefore

Err%k(mf) < H‘er,c(:v)UL Hg

< o g5 ll3

= Hﬂ?mﬂg + 1%y () Hp o) |13
< Brri () + kllz g, o (2)ll5%

< (1+ C)Erry ()

and so
Err%fk(x —z7) < Err?ck(xL — )+ Err%k(xf)
< (24 C) Erri(z)
< 3C'Erri(z)
with probability 1 — § by Lemma 3.2.3. Rescale f, §, and C to get the result. O

3.3 General k-sparse recovery

procedure RECOVERALL(z, k, C)
Choose k., fr, 0, D per proof of Theorem 3.3.1
X(O) ~— 0
for r < 0,1,...,r—1do
L") « LocateMosT(z — X", ky, fr, 6,, D)
")« BEstiMaTEMOST(2 — X", Ky\ fr, 61, L)
D) () 7))
end for
return y
end procedure

(R)

Algorithm 3.3.1: Nonadaptive general k-sparse recovery

Theorem 3.3.1. RECOVERALL achieves C-approzimate {3 /ls sparse recovery with O(kloga(n/k)log™ k)
measurements and 3/4 success probability.

Proof. We will achieve DOUo8™ ¥)_approximate recovery using O(klogp,(n/k)) measurements. Sub-
stituting log C' = log D log™ k gives the result. '

Define 6; = 8—122 Let fo = 1/16 and fiy1 = 2~ /&Wf) | Let k; = kHjQ- fj.- Then for R =
O(log* k), kr < 1.
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We set (9 = 0, and iterate LOCATEMOST and ESTIMATEMOST on = — x() in each round r
with 8,, f, k., D as parameters, getting update 9(") and setting x(" Y = (") 4+ 5(),

The probability that Lemma 3.2.4 fails at any stage is at most Y §; < 1/4. Assuming it does
not fail, the error guarantee telescopes, giving

ErriT (x —x") < D" Err?(z)

so ||z — x®)||2 < DR Err?(x), which is D098 k)_approximate recovery.
The total number of measurements is

S~ kelog(n ) og( )

=0
0

=> k([ ) logn( kH 1/£)) 3+z—|—4f1 )

1= 7<t 7<i

22"7% H fi)logp( kH 1/1;))

=0 J<i—1 7<t
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Chapter 4

Sparse Fourier Transform: Optimizing
Time

(Based on parts of [HIKP12al)

4.1 Introduction

The discrete Fourier transform (DFT) is one of the most important and widely used computa-
tional tasks. Its applications are broad and include signal processing, communications, and au-
dio/image/video compression. Hence, fast algorithms for DFT are highly valuable. Currently,
the fastest such algorithm is the Fast Fourier Transform (FFT), which computes the DFT of an
n-dimensional signal in O(nlogn) time. The existence of DFT algorithms faster than FFT is one
of the central questions in the theory of algorithms.

A general algorithm for computing the exact DFT must take time at least proportional to
its output size, i.e., (n). In many applications, however, most of the Fourier coefficients of a
signal are small or equal to zero, i.e., the output of the DFT is (approximately) sparse. This
is the case for video signals, where a typical 8x8 block in a video frame has on average 7 non-
negligible frequency coefficients (i.e., 89% of the coefficients are negligible) [CGX96]. Images and
audio data are equally sparse. This sparsity provides the rationale underlying compression schemes
such as MPEG and JPEG. Other sparse signals appear in computational learning theory [KM91,
LMNO93|, analysis of Boolean functions [KKL88, O’D08|, compressed sensing [Don06, CRT06a],
multi-scale analysis [DRZ07], similarity search in databases [AFS93], spectrum sensing for wideband
channels [LVS11], and datacenter monitoring [MNL10].

For sparse signals, the ©(n) lower bound for the complexity of DFT no longer applies. If a
signal has a small number k of nonzero Fourier coefficients — the ezactly k-sparse case — the output
of the Fourier transform can be represented succinctly using only k coefficients. Hence, for such
signals, one may hope for a DFT algorithm whose runtime is sublinear in the signal size n. Even
for a general n-dimensional signal x — the general case — one can find an algorithm that computes
the best k-sparse approrimation of its Fourier transform 7 in sublinear time. The goal of such an
algorithm is to compute an approximation vector ' that satisfies the following f2/¢s guarantee:

|2~ 2" <€ min Sz =yl (4.1)

k-sparse

where C' is some approximation factor and the minimization is over k-sparse signals. We allow the
algorithm to be randomized, and only succeed with constant (say, 2/3) probability.
The past two decades have witnessed significant advances in sublinear sparse Fourier algorithms.
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The first such algorithm (for the Hadamard transform) appeared in [KM91] (building on [GL89]).
Since then, several sublinear sparse Fourier algorithms for complex inputs have been discovered
[Man92, GGIT02a, AGS03, GMS05, Iwel0, Akal0, HIKP12c]. These algorithms provide! the guar-
antee in Equation (4.1).2

The main value of these algorithms is that they outperform FFT’s runtime for sparse signals. For
very sparse signals, the fastest algorithm is due to [GMS05] and has O(klog®(n)log(n/k)) runtime,
for some?® ¢ > 2. This algorithm outperforms FFT for any & smaller than ©(n/log”n) for some
a > 1. For less sparse signals, the fastest algorithm is due to [HIKP12c], and has O(v/nklog®? n)
runtime. This algorithm outperforms FFT for any k smaller than ©(n/logn).

Despite impressive progress on sparse DF'T, the state of the art suffers from two main limitations:

1. None of the existing algorithms improves over FFT’s runtime for the whole range of sparse
signals, i.e., k = o(n).

2. Most of the aforementioned algorithms are quite complex, and suffer from large “big-Oh” con-
stants (the algorithm of [HIKP12c] is an exception, but has a running time that is polynomial
in n).

Results. In this chapter, we address these limitations by presenting two new algorithms for the
sparse Fourier transform. We require that the length n of the input signal is a power of 2. We
show:

e An O(klogn)-time algorithm for the exactly k-sparse case, and
e An O(klognlog(n/k))-time algorithm for the general case.

The key property of both algorithms is their ability to achieve o(nlogn) time, and thus improve
over the FFT, for any k = o(n). These algorithms are the first known algorithms that satisfy this
property. Moreover, if one assume that FFT is optimal and hence the DFT cannot be computed
in less than O(nlogn) time, the algorithm for the exactly k-sparse case is optimal* as long as
k = nfM). Under the same assumption, the result for the general case is at most one loglogn
factor away from the optimal runtime for the case of “large” sparsity k = n/ 1ogP®™ .

Furthermore, our algorithm for the exactly sparse case (depicted as Algorithm 4.3.1 on page 5)
is quite simple and has low big-Oh constants. In particular, our preliminary implementation of a
variant of this algorithm is faster than FFTW, a highly efficient implementation of the FFT, for
n =222 and k < 2!7 [HIKP12b]. In contrast, for the same signal size, prior algorithms were faster
than FFTW only for k < 2000 [HIKP12c].?

In Chapter 6 we complement our algorithmic results by showing that any algorithm that works
for the general case must use at least Q(klog(n/k)/loglogn) samples of z. This bound holds
even for adaptive sampling, where the algorithm selects the samples based on the values of the
previously sampled coordinates. Note that our algorithms are nonadaptive, and thus limited by the
more stringent Q(klog(n/k)) lower bound.

!The algorithm of [Man92], as stated in the paper, addresses only the exactly k-sparse case. However, it can be
extended to the general case using relatively standard techniques.

2All of the above algorithms, as well as the algorithms in this chapter, need to make some assumption about
the precision of the input; otherwise, the right-hand-side of the expression in Equation (4.1) contains an additional
additive term. See Preliminaries for more details.

3The paper does not estimate the exact value of c. We estimate that ¢ = 3.

4One also needs to assume that k divides n. See Section 4.5 for more details.

"Note that both numbers (k < 2'7 and k < 2000) are for the exactly k-sparse case. The algorithm in [HIKP12c]
can deal with the general case, but the empirical runtimes are higher.
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Techniques — overview. We start with an overview of the techniques used in prior works. At a
high level, sparse Fourier algorithms work by binning the Fourier coefficients into a small number
of bins. Since the signal is sparse in the frequency domain, each bin is likely® to have only one
large coefficient, which can then be located (to find its position) and estimated (to find its value).
The binning has to be done in sublinear time, and thus these algorithms bin the Fourier coefficients
using an n-dimensional filter vector G that is concentrated both in time and frequency. That is, G
is zero except at a small number of time coordinates, and its Fourier transform G is negligible except
at a small fraction (about 1/k) of the frequency coordinates, representing the filter’s “pass” region.
Each bin essentially receives only the frequencies in a narrow range corresponding to the pass
region of the (shifted) filter @, and the pass regions corresponding to different bins are disjoint.
In this chapter, we use filters introduced in [HIKP12c¢]. Those filters (defined in more detail in
Preliminaries) have the property that the value of G is “large” over a constant fraction of the pass
region, referred to as the “super-pass” region. We say that a coefficient is “isolated” if it falls into a
filter’s super-pass region and no other coefficient falls into filter’s pass region. Since the super-pass
region of our filters is a constant fraction of the pass region, the probability of isolating a coeflicient
is constant.

To achieve the stated running times, we need a fast method for locating and estimating isolated
coefficients. Further, our algorithm is iterative, so we also need a fast method for updating the
signal so that identified coefficients are not considered in future iterations. Below, we describe these
methods in more detail.

New techniques — location and estimation. Our location and estimation methods depends
on whether we handle the exactly sparse case or the general case. In the exactly sparse case, we show
how to estimate the position of an isolated Fourier coefficient using only two samples of the filtered
signal. Specifically, we show that the phase difference between the two samples is linear in the index
of the coefficient, and hence we can recover the index by estimating the phases. This approach is
inspired by the frequency offset estimation in orthogonal frequency division multiplexing (OFDM),
which is the modulation method used in modern wireless technologies (see [HT01], Chapter 2).

In order to design an algorithm? for the general case, we employ a different approach. Specifi-
cally, we can use two samples to estimate (with constant probability) individual bits of the index
of an isolated coefficient. Similar approaches have been employed in prior work. However, in those
papers, the index was recovered bit by bit, and one needed §2(loglogn) samples per bit to recover
all bits correctly with constant probability. In contrast, in this chapter we recover the index one
block of bits at a time, where each block consists of O(loglogn) bits. This approach is inspired by
the fast sparse recovery algorithm of [GLPS10]. Applying this idea in our context, however, re-
quires new techniques. The reason is that, unlike in [GLPS10], we do not have the freedom of using
arbitrary “linear measurements” of the vector 7, and we can only use the measurements induced by
the inverse Fourier transform.® As a result, the extension from “bit recovery” to “block recovery”
is the most technically involved part of the algorithm. Section 4.4.1 contains further intuition on
this part.

50ne can randomize the positions of the frequencies by sampling the signal in time domain appropriately [GGIT02a,
GMSO05]. See Preliminaries for the description.

"We note that although the two-sample approach employed in our algorithm works in theory only for the exactly k-
sparse case, our preliminary experiments show that using a few more samples to estimate the phase works surprisingly
well even for general signals.

8In particular, the method of [GLPS10] uses measurements corresponding to a random error correcting code.
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New techniques — updating the signal. The aforementioned techniques recover the position
and the value of any isolated coefficient. However, during each filtering step, each coefficient be-
comes isolated only with constant probability. Therefore, the filtering process needs to be repeated
to ensure that each coefficient is correctly identified. In [HIKP12c], the algorithm simply performs
the filtering O(logn) times and uses the median estimator to identify each coefficient with high
probability. This, however, would lead to a running time of O(k log? n) in the k-sparse case, since
each filtering step takes klogn time.

One could reduce the filtering time by subtracting the identified coefficients from the signal.
In this way, the number of nonzero coefficients would be reduced by a constant factor after each
iteration, so the cost of the first iteration would dominate the total running time. Unfortunately,
subtracting the recovered coefficients from the signal is a computationally costly operation, corre-
sponding to a so-called non-uniform DFT (see [GSTO08] for details). Its cost would override any
potential savings.

In this chapter, we introduce a different approach: instead of subtracting the identified coeffi-
cients from the signal, we subtract them directly from the bins obtained by filtering the signal. The
latter operation can be done in time linear in the number of subtracted coefficients, since each of
them “falls” into only one bin. Hence, the computational costs of each iteration can be decomposed
into two terms, corresponding to filtering the original signal and subtracting the coefficients. For
the exactly sparse case these terms are as follows:

e The cost of filtering the original signal is O(Blogn), where B is the number of bins. B is
set to O(K'), where k" is the the number of yet-unidentified coefficients. Thus, initially B is
equal to O(k), but its value decreases by a constant factor after each iteration.

e The cost of subtracting the identified coefficients from the bins is O(k).

Since the number of iterations is O(log k), and the cost of filtering is dominated by the first iteration,
the total running time is O(klogn) for the exactly sparse case.

For the general case, we need to set k¥’ and B more carefully to obtain the desired running
time. The cost of each iterative step is multiplied by the number of filtering steps needed to
compute the location of the coefficients, which is O(log(n/B)). If we set B = O(k’), this would
be O(logn) in most iterations, giving a ©(klog?n) running time. This is too slow when & is close
to n. We avoid this by decreasing B more slowly and & more quickly. In the r-th iteration, we
set B = k/poly(r). This allows the total number of bins to remain O(k) while keeping log(n/B)
small—at most O(loglog k) more than log(n/k). Then, by having k¥’ decrease according to k' =
k/rO) rather than k/2°("), we decrease the number of rounds to O(log k/loglog k). Some careful
analysis shows that this counteracts the loglogk loss in the log(n/B) term, achieving the desired
O(klognlog(n/k)) running time.

Organization of the chapter. In Section 4.2, we give notation and definitions used throughout
the chapter. Sections 4.3 and 4.4 give our algorithm in the exactly k-sparse and the general case,
respectively. Section 4.5 gives the reduction to the exactly k-sparse case from a k-dimensional DFT.
Section 4.6 describes how to efficiently implement our filters.

4.2 Preliminaries

This section introduces the notation, assumptions, and definitions used in the rest of this chapter.
Note that the Fourier transform and the inverse Fourier transform are equivalent problems.
Therefore, to simplify notation and make it consistent with the rest of this thesis, we will consider
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the inverse Fourier transform problem: approximating a sparse vector x from samples of its Fourier
transform Z.

Notation. We use [n] to denote the set {1,...,n}, and define w = e~2"/" to be an nth root of
unity. For any complex number a, we use ¢(a) € [0,27] to denote the phase of a. For a complex
number a and a real positive number b, the expression a4 b denotes a complex number a’ such that
la —a’| <b. For a vector x € C", its support is denoted by supp(z) C [n]. We use ||z||p to denote
| supp(x)|, the number of nonzero coordinates of z.

The Fourier transform of z is denoted by Z, with

E w”x]
JG [n]

The inverse transform is then

=

J€[n|

For a vector of length n, indices should be interpreted modulo n, so x_; = x,,—;. This allows us
to define convolution
(x*y); Z TjYi—j

JEMN]

and the coordinate-wise product (x -y); = x;y;, SO T -y =T * 7.
When i € Z is an index into an n-dimensional vector, sometimes we use |i| to denote min;—; (mod n) |-

Definitions. We use two tools introduced in previous papers: (pseudorandom) spectrum permu-
tation [GGIT02a, GMS05, GST08] and flat filtering windows [HIKP12c].

Definition 4.2.1. Suppose 0!

exists mod n. We define the permutation Py, by
(PrapX)i = fo(Ha)w_”bi.

We also define my (i) = o(i — b) mod n.

Claim 4.2.2. Let F~!(z) denote the inverse Fourier transform of x. Then

(F (Prap®))n, (i) = Tiw"",

Proof.

F_l(Pa,a,bf/E)a(i—b) \f Z W_U(Z b)j Uabx)

JEln]
—o(i— b)j’\ —ij
Z w o(j+a)¥
f JG [n]
— —io(j+a)p
= Z w Lo(j+a)
\F J€[n]

— xiwam.
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Definition 4.2.3. We say that (G,G') = (@B,g’a, G 5.0) € R"XR" is a flat window function with
parameters B> 1,8 > 0, and o > 0 if | supp(G)| = O(Z1log(n/8)) and G’ satisfies

o G\=1forli| < (1—a)n/(2B)
o G\ =0 for |i| >n/(2B)

o G el0,1] for alli

o |G~ Glloo < 0.

The above notion corresponds to the (1/(2B),(1 — «)/(2B),6,0(B/alog(n/d))-flat window
function in [HIKP12¢|. In Section 4.6 we give efficient constructions of such window functions,
where G can be computed in O(£ log(n/§)) time and for each i, G} can be computed in O(log(n/d))
time. Of course, for ¢ ¢ [(1 — a)n/(2B),n/(2B)], G} € {0,1} can be computed in O(1) time.

The fact that G} takes w(1l) time to compute for ¢ € [(1 — a)n/(2B),n/(2B)] will add some
complexity to our algorithm and analysis. We will need to ensure that we rarely need to compute
such values. A practical implementation might find it more convenient to precompute the window
functions in a preprocessing stage, rather than compute them on the fly.

We use the following lemma from [HIKP12c]:

Lemma 4.2.4. (Lemma 3.6 of [HIKP12c]) If j # 0, n is a power of two, and o is a uniformly
random odd number in [n], then Pr[oj € [-C,C] (mod n)] < 4C/n.

Assumptions. Through the chapter, we require that n, the dimension of all vectors, is an integer
power of 2. We also make the following assumptions about the precision of the vectors z:

e For the exactly k-sparse case, we assume that z; € {—L,..., L} for some precision parameter
L. To simplify the bounds, we assume that L = n®1); otherwise the logn term in the running
time bound is replaced by log L.

e For the general case, we only achieve Equation (4.1) if ||z[j2 < n°W - ming_sparse ||z — yl[2. In
general, for any parameter 6 > 0 we can add ¢||z||2 to the right hand side of Equation (4.1)
and run in time O(klog(n/k)log(n/é)).

4.3 Algorithm for the exactly sparse case

In this section we assume x; € {—L,..., L}, where L < n¢ for some constant ¢ > 0, and z is k-sparse.
We choose § = 1/(4n?L). The algorithm (NOISELESSSPARSEFFT) is described as Algorithm 4.3.1.
The algorithm has three functions:

e HasHToBINs. This permutes the spectrum of x — x with P, ,3, then “hashes” to B bins.
The guarantee will be described in Lemma 4.3.3.

e NOISELESSSPARSEFFTINNER. Given time-domain access to T and a sparse vector x such
that x — x is k’-sparse, this function finds “most” of x — .

e NOISELESSSPARSEFFT. This iterates NOISELESSSPARSEFFTINNER until it finds = exactly.

We analyze the algorithm “bottom-up”, starting from the lower-level procedures.
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procedure HASHTOBINS(Z, x, Pyap, B, 9, @)
Compute y;,,/p for j € [B], where y = G a6 - (PoapT)
Compute y/jn/B =Yjn/B — (GIB,a,§ * PO',a,bX)jn/B for j € [B]
return u given by u; =y';,, /.
end procedure
procedure NOISELESSSPARSEFFTINNER(Z, £/, x, «)
Let B = k'/j, for sufficiently small constant (.
Let § = 1/(4n?L).
Choose o uniformly at random from the set of odd numbers in [n].
Choose b uniformly at random from [n].
u < HASHTOBINS(Z, x, Py op, B, 6, ).
v <~ HASHTOBINS(Z, X, Py1, B, 0, ).
w + 0.
Compute J = {j : |u;| > 1/2}.
for j € J do
a < uj/uj.
i < o~ (round(¢(a)5:)) mod n. > ¢(a) denotes the phase of a.
v < round(u;).
w; < V.
end for
return w
end procedure
procedure NOISELESSSPARSEFFT(Z, k)
x <0
fort€0,1,...,logk do
ki < k/2t, oy < ©(271).
X < X + NOISELESSSPARSEF FTINNER(Z, k¢, X, o).
end for
return y
end procedure

Algorithm 4.3.1: Exact k-sparse recovery

Analysis of NoiselessSparseFFTInner and HashToBins.. For any execution of NOISE-
LESSSPARSEFFTINNER, define the support S = supp(x — x). Recall that 7, (i) = o (i — b) mod n.
Define hy (i) = round(my () B/n) and 044(i) = 7o (i) —hep(i)n/B. Note that therefore |0, (7)| <
n/(2B). We will refer to h, (i) as the “bin” that the frequency ¢ is mapped into, and o, (%) as
the “offset”. For any i € .S define two types of events associated with ¢ and S and defined over the
probability space induced by ¢ and b:

e “Collision” event E.,;(i): holds iff hyp(i) € hop(S \ {i}), and

o “Large offset” event F,f¢(): holds iff |o,3(i)| > (1 — a)n/(2B).

Claim 4.3.1. For any i € S, the event E.y(i) holds with probability at most 4|S|/B.
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Proof. Consider distinct 7,5 € S. By Lemma 4.2.4,

Prlhgp(i) = hop(j)] < Prlmep(i) — 7o(j) mod n € [-n/B,n/B]]
= Pr[o(i — j) mod n € [-n/B,n/B]]
<4/B.
By a union bound over j € S, Pr[E.;(i)] < 4|S|/B. O
Claim 4.3.2. For any i € S, the event E,¢(i) holds with probability at most .

Proof. Note that 0,4(i) = ms (i) = (i —b) (mod n/B). For any odd ¢ and any [ € [n/B], we
have that Pry[o(i —b) = (mod n/B)| = B/n. Since only an/B offsets 0,5(i) cause E,f¢(i), the
claim follows. ]

Lemma 4.3.3. Suppose B divides n. The output u of HASHTOBINS satisfies

uj= > (@=x)(Cpsa)

ho’,b(i):j

W £ 5|21

700,17(7")

Let ¢ = |{i € supp(X) | Eos(i)}|. The running time of HasHTOBINS is O(£ log(n/d) + ||x|lo +
(log(n/d)).
Proof. Define the flat window functions G = Gp s, and G' = G'p 5. We have

Yy = G- Pg’a,bﬂf =G x Pa,a,bx
y =G * Py ap(z—x)+ (G — G') * Py apx

By Claim 4.2.2, the coordinates of P ,px and x have the same magnitudes, just different ordering
and phase. Therefore

(G = G') % Praptlloo <G =Gl Poapzllt < 6|zl
and hence
U; = y/jn/B = Z G/fl(Pcr,a,b(x - X))jn/B—i-l + 0jz[[1
[l]<n/(2B)

= Z G i) B=rg (i) Poa (@ = X)), , iy £ 0ll7l1
|76 (1)—jn/Bl<n/(2B)

= > G (@ — X)W £ 6|zlh
ho,b(i):j

as desired.
We can compute HASHTOBINS via the following method:

1. Compute y with |jy[lo = O(£ log(n/d)) in O(£ log(n/5)) time.
2. Compute v € CB given by v; = > YitiB-

3. Because B divides n, by the definition of the Fourier transform (see also Claim 3.7 of [HIKP12c])
we have y;,,p = v; for all j. Hence we can compute it with a B-dimensional FFT in
O(Blog B) time.
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4. For each coordinate i € supp(x), decrease y=y, ;) by G’,oa,b(i))@wm. This takes O(||x|lo +
(log(n/d)) time, since computing G'_,_, ;) takes O(log(n/d)) time if E,zz(i) holds and O(1)

otherwise.
O

Lemma 4.3.4. Consider any i € S such that neither E.o (i) nor Eypr(i) holds. Let j = hgp(i).
Then

mund(¢(uj/u;-))%) =o0i (mod n),

round(uj) = x; — Xi,

and j € J.
Proof. We know that ||z||; < k||z||cc < kL < nL. Then by Lemma 4.3.3 and E,,;(¢) not holding,

u; = (z — x),G’ (i) T onL.

—005.,b

Because E,¢f(i) does not hold, G’ =1, so

_Ocr,b(i)
uj = (v — x); £ onL. (4.2)

Similarly, '
uy = (x — x);w” £ onL

Then because onL < 1 < |(z — x),|, the phase is
¢(u;) =0+ sin~'(6nL) = 0+ 26nL

and ¢(u}) = —0i2" + 26nL. Thus P(uj/uf) = oi2™ + 46nL = ¢i®X £+ 1/n by the choice of 6.
Therefore n
round(cb(uj/u;-)z—) =o0i (mod n).
T

Also, by Equation (4.2), round(u;) = z; — x;. Finally, [round(u;)| = |z; —x:| > 1, so |u;| > 1/2.
Thus j € J. O

For each invocation of NOISELESSSPARSEFFTINNER, let P be the the set of all pairs (i,v)
for which the command w; <— v was executed. Claims 4.3.1 and 4.3.2 and Lemma 4.3.4 together
guarantee that for each i € S the probability that P does not contain the pair (i, (z — x);) is at
most 4|S|/B + a. We complement this observation with the following claim.

Claim 4.3.5. For any j € J we have j € hop(S). Therefore, |J| = |P| < |S].

Proof. Consider any j ¢ hy4(S). From Equation (4.2) in the proof of Lemma 4.3.4 it follows that
lu;| < onL < 1/2. O

Lemma 4.3.6. Consider an execution of NOISELESSSPARSEFFTINNER, and let S = supp(z — X).
If |S| < K, then
Elllz = x — wllo] < 8(8 + a)[S].

Proof. Let e denote the number of coordinates ¢ € S for which either E.y;(i) or E,¢f(i) holds.
Each such coordinate might not appear in P with the correct value, leading to an incorrect value
of w;. In fact, it might result in an arbitrary pair (i’,v’) being added to P, which in turn could
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lead to an incorrect value of wy. By Claim 4.3.5 these are the only ways that w can be assigned
an incorrect value. Thus we have
lx —x —wllo < 2e.

Since Ele] < (4|S|/B + «)|S| < (48 + «)|S], the lemma follows. O

Analysis of NoiselessSparseFFT.. Consider the tth iteration of the procedure, and define
Sy = supp(x — x) where x denotes the value of the variable at the beginning of loop. Note that
|Sol = |supp(z)| < k.

We also define an indicator variable I; which is equal to 0 iff |S|/|Si—1| < 1/8. If I[; = 1 we say
the the tth iteration was not successful. Let v = 8- 8(8 + «). From Lemma 4.3.6 it follows that
Pr[l; = 1| |S;_1] < k/2!71] < ~. From Claim 4.3.5 it follows that even if the ¢th iteration is not
successful, then |S;|/|Si—1| < 2.

For any ¢ > 1, define an event F(t) that occurs iff Y"i_; I; > t/2. Observe that if none of the
events E(1)... E(t) holds then |S;| < k/2.

Lemma 4.3.7. Let E = E(1)U...UE(\) for A = 14 logk. Assume that (47)Y/? < 1/4. Then
Pr[E] < 1/3.

Proof. Let t' = [t/2]. We have

Pr[E(t)] < (f,) A< 2t < (ay)H?

Therefore
Pr(E] < Y Pr[BE(t)] < W)™ sy
r[]_t r[()]_m_/'/—/'
O
Theorem 4.3.8. Suppose x is k-sparse with entries from {—L,..., L} for some known L = noW,

Then the algorithm NOISELESSSPARSEFFT runs in expected O(klogn) time and returns the correct
vector x with probability at least 2/3.

Proof. The correctness follows from Lemma 4.3.7. The running time is dominated by O(log k)
executions of HASHTOBINS.
Assuming a correct run, in every round ¢ we have

Ixllo < llzllo + |S] < k + k/2" < 2k.

Therefore
E[l{i € supp(x) | Eors(0)}H] < allxlo < 20k,

so the expected running time of each execution of HASHTOBINS is O(£ log(n/8)+k+aklog(n/d)) =
O(g logn + k4 aklogn). Setting o = ©(27%/2) and 8 = ©(1), the expected running time in round
tis O(27%2klogn + k + 27*/?klogn). Therefore the total expected running time is O(klogn). [
4.4 Algorithm for the general case

This section shows how to achieve Equation (4.1) for C' =1+ €. Pseudocode is in Algorithm 4.4.1
and 4.4.2.
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Define z* to be the initial input to the algorithm. Our algorithm will repeatedly construct
refined estimates x of x*, and recursively apply itself to x = z* — x.

4.4.1 Intuition

Let S denote the “heavy” O(k/e) coordinates of z. The overarching algorithm SPARSEFFT works
by first “locating” a set L containing most of S, then “estimating” zj to get x. It then repeats
on x — x. We will show that each heavy coordinate has a large constant probability of both being
in L and being estimated well. As a result, x — x is probably nearly k/4-sparse, so we can run
the next iteration with & — k/4. The later iterations then run faster and achieve a higher success
probability, so the total running time is dominated by the time in the first iteration and the total
error probability is bounded by a constant.

In the rest of this intuition, we will discuss the first iteration of SPARSEFFT with simplified
constants. In this iteration, hashes are to B = O(k/e) bins and, with 3/4 probability, we get x
so x — x is nearly k/4-sparse. The actual algorithm will involve a parameter « in each iteration,
roughly guaranteeing that with 1 — \/a probability, we get x so x — x is nearly \/ak-sparse; the
formal guarantee will be given by Lemma 4.4.8. For this intuition we only consider the first iteration
where « is a constant.

Location. As in the noiseless case, to locate the “heavy” coordinates we consider the “bins”
computed by HASHTOBINS with F; , . This roughly corresponds to first permuting the coordinates
according to the (almost) pairwise independent permutation P, , 5, partitioning the coordinates into
B = O(k/e€) “bins” of n/B consecutive indices, and observing the sum of values in each bin. We get
that each heavy coordinate 7 has a large constant probability that the following two events occur:
no other heavy coordinate lies in the same bin, and only a small (i.e., O(e/k)) fraction of the mass
from non-heavy coordinates lies in the same bin. For such a “well-hashed” coordinate ¢, we would
like to find its location 7 = 7, (i) = o(i — b) among the en/k < n/k consecutive values that hash
to the same bin. Let
. 2m .

0; = ;(] +ob) (mod 27). (4.3)
so 0F = %’rai. In the noiseless case, we showed that the difference in phase in the bin using F; o ; and
using Py 1 is 67 plus a negligible O(J) term. With noise this may not be true; however, we can say
for any 8 € [n] that the difference in phase between using Py o and Py o134, as a distribution over
uniformly random a € [n], is 8% + v with (for example) E[v?] = 1/100 (all operations on phases
modulo 27). We can only hope to get a constant number of bits from such a “measurement”. So
our task is to find 7 within a region @ of size n/k using O(log(n/k)) “measurements” of this form.

One method for doing so would be to simply do measurements with random S € [n]. Then each

7152[7?6 > 3/4 probability. On the other hand,
for j # 7 and as a distribution over 8, 3(07 — 07) is roughly uniformly distributed around the circle.
As a result, each measurement is probably more than 7/4 away from 367. Hence O(log(n/k))
repetitions suffice to distinguish among the n/k possibilities for 7. However, while the number of
measurements is small, it is not clear how to decode in polylog rather than Q(n/k) time.

To solve this, we instead do a t-ary search on the location for ¢t = O(logn). At each of
O(log,(n/k)) levels, we split our current candidate region @ into ¢ consecutive subregions Q1, . . ., Q¢,
each of size w. Now, rather than choosing 3 € [n], we choose 8 € [f=, g=]. By the upper bound on
B, for each ¢ € [t] the values {807 | j € Qq} all lie within Bw2E < /4 of each other on the circle.

measurement lies within 7/4 of 80 with at least 1 —
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On the other hand, if [j —7| > 16w, then 8(07 —67) will still be roughly uniformly distributed about
the circle. As a result, we can check a single candidate element e, from each subregion: if e, is in the
same subregion as 7, each measurement usually agrees in phase; but if e, is more than 16 subregions
away, each measurement usually disagrees in phase. Hence with O(logt) measurements, we can
locate 7 to within O(1) consecutive subregions with failure probability 1/t®(1). The decoding time
is O(tlogt).

This primitive LOCATEINNER lets us narrow down the candidate region for 7 to a subregion
that is a t' = Q(t) factor smaller. By repeating LOCATEINNER log, (n/k) times, LOCATESIGNAL
can find 7 precisely. The number of measurements is then O(logtlog,(n/k)) = O(log(n/k)) and
the decoding time is O(tlogtlog,(n/k)) = O(log(n/k)logn). Furthermore, the “measurements”
(which are actually calls to HASHTOBINS) are nonadaptive, so we can perform them in parallel for
all O(k/e) bins, with O(log(n/d)) average time per measurement. This gives O(klog(n/k)log(n/é))
total time for LOCATESIGNAL.

This lets us locate every heavy and “well-hashed” coordinate with 1/t®(1) = o(1) failure prob-
ability, so every heavy coordinate is located with arbitrarily high constant probability.

Estimation. By contrast, estimation is fairly simple. As in Algorithm 4.3.1, we can estimate
T; as up, (i), where u is the output of HASHTOBINS. Unlike in Algorithm 4.3.1, we now have
noise that may cause a single such estimate to be poor even if i is “well-hashed”. However, we
can show that for a random permutation P, ,; the estimate is “good” with constant probability.
ESTIMATEVALUES takes the median of R.s; = O(log %) such samples, getting a good estimate with
1 — €/64 probability. Given a candidate set L of size k/e, with 7/8 probability at most k/8 of the
coordinates are badly estimated. On the other hand, with 7/8 probability, at least 7k/8 of the heavy
coordinates are both located and well estimated. This suffices to show that, with 3/4 probability,
the largest k elements J of our estimate w contains good estimates of 3k/4 large coordinates, so
x —wy is close to k/4-sparse.

4.4.2 Formal definitions

As in the noiseless case, we define m,4(i) = o(i — b) mod n, hep(i) = round(my(i)B/n) and
06b(1) = Top(i) — hop(i)n/B. We say hyp(i) is the “bin” that frequency 4 is mapped into, and
055(1) is the “offset”. We define h;ll)(j) ={i € [n]| hop(i) =4}
In each iteration of SPARSEFFT, define z = z* — x, and let

0 = Brrd(x) + 6%n]ja" |

p=ep’/k

S={ie ]|zl 2 1*}
Then |S| < (14 1/€)k = O(k/e) and ||z — z5]|2 < (1 + €)p?. We will show that each i € S is found
by LOCATESIGNAL with probability 1 — O(a), when B = Q(£).

For any ¢ € S define three types of events associated with ¢ and S and defined over the probability
space induced by ¢ and b:

e “Collision” event E.,;(i): holds iff hyp(i) € hop(S\ {i});
e “Large offset” event E,fs(i): holds iff |0,5(7)| > (1 — a)n/(2B); and

e “Large noise” event Ejgise(7): holds iff |’xh;}7(ho,b(i))\SH% > Erri(z)/(aB).
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procedure SPARSEFFT(Z*, k, €, 0)
R < O(logk/loglog k) as in Theorem 4.4.9.
X(l) ~— 0
for r € [R] do
Choose B, k;, a, as in Theorem 4.4.9.
Rest < O(log(af,gr)) as in Lemma 4.4.8.
L, + LoCATESIGNAL(Z*, ("), B,, o, 0)
X" — x(") + ESTIMATEVALUES(Z*, X", 3k, Ly, B, 0, Rest).
end for
return (A1)
end procedure
procedure ESTIMATEVALUES(Z*, x, k', L, B, 0, Rest)
for r € [Res] do
Choose ay, b, € [n] uniformly at random.
Choose o, uniformly at random from the set of odd numbers in [n].
u") « HASHTOBINS(Z*, X, Py.a,5, B, 0).
end for
w <+ 0
for i € L do
w; < median, u

(r) % wfarcri_

By (i) > Separate median in real and imaginary axes.
g,

end for
J < arg maX|J|:k/HwJH2.
return wjy

end procedure

Algorithm 4.4.1: k-sparse recovery for general signals, part 1/2.
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procedure LOCATESIGNAL(Z*, x, B, «, §)
Choose uniformly at random o,b € [n] with o odd.

Initialize I{") = (i — 1)n/B for i € [B].
Let wg =n/B,t =logn,t’' =t/4, Dyar = logy (wo + 1).
Let Rjoe = O(logy o (t/c)) per Lemma 4.4.5.
for D € [Dy4,] do
1P+ LOCATEINNER(Z*, X, B, 6, o, 0, 3, 1P) wo /()P t, Rie)

end for

return L
end procedure
> J, o parameters for G, G’
> (l1,l1 +w),...,(Ig,Ip + w) the plausible regions.
> B & k/e the number of bins
> t &~ logn the number of regions to split into.
> Rjoe = logt = loglogn the number of rounds to run
procedure LOCATEINNER(Z*, x, B, 0, a, 0, b, |, w, t, Rj)
Let s = O(al/3).
Let v; 4 = 0 for (j,q) € [B] x [t].
for r € [Rjyc| do
Choose a € [n] uniformly at random.
Choose B € {2, ..., £} uniformly at random.
u < HASHTOBINS(Z*, x, Py a5, B, 0, @0).
v < HASHTOBINS(Z*, X, Py o446, B, 0, ).
for j € [B] do
¢j < duy/uj)
for ¢ € [t] do
My b+ 2
2m(mj,q+ob)

w

0jq < mod 27
if min(|860;4 — ¢j|,2m — |84 — ¢j|) < sm then
Vjg & Vjg+1
end if
end for
end for
end for
for j € [B] do
Q" {q € [t] | vjq > Rioc/2}
if Q* # () then
l; — minqu* lj + %w
else
UL
end if
end for
return [’
end procedure

Algorithm 4.4.2: k-sparse recovery for general signals, part 2/2.
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By Claims 4.3.1 and 4.3.2, Pr[E.;(7)] < 4\5\/3 = O(«) and Pr[Eyf¢(i)] < 2a for any i € S.
Claim 4.4.1. For any i € S, Pr| nmse(z)]
Proof. For each j # i, Pr[hq () = hop(i)] < [|0] —0i| < n/B] <4/B by Lemma 4.2.4. Then

E[||xh;;(hm,,@)\s||%1 < 4]l sI3/B

The result follows by Markov’s inequality. O

We will show for ¢ € S that if none of E.q(i), Eof(i), and Epeise(i) hold then SPARSEFFTIN-
NER recovers z; with 1 — O(«) probability.

Lemma 4.4.2. Let a € [n] uniformly at random, B divide n, and the other parameters be arbitrary
m

u = HASHTOBINS(Z, X, Py o, B, §, a).
Then for any i € [n] with j = hyp(i) and none of Ecou(i), Eor¢(i), or Engise(i) holding,

acri|2] < QLQ

EHUJ — XT;Ww B

Proof. Let G' = G'psqo. Let T = h;ll)(j) \ {i}. We have that TN S = {} and G'_, ;) = 1. By
Lemma 4.3.3,

uj — 3w = Z G'_Og(i/)xi/wwi/ £ 0|lx*|1.
el

Because the oi’ are distinct for i/ € T, we have by Parseval’s theorem

!
E G o, (inTiyw™

i eT

2

=Y (@ o wymr) < llzrll3

i'eT

Since | X + Y2 < 2|X|? 4+ 2|Y|? for any X,Y, we get

Elu; — 2w ] < 2llor|3 +26% |3

< 2Erri(z)/(aB) + 26%||z*||?
<2p%/(aB).

4.4.3 Properties of LocateSignal

In our intuition, we made a claim that if § € [n/(16w),n/(8w)] uniformly at random, and ¢ > 16w,
then %’rﬂz’ is “roughly uniformly distributed about the circle” and hence not concentrated in any
small region. This is clear if 5 is chosen as a random real number; it is less clear in our setting
where [ is a random integer in this range. We now prove a lemma that formalizes this claim.

Lemma 4.4.3. Let T C [m] consist of t consecutive integers, and suppose € T uniformly at
random. Then for any i € [n] and set S C [n]| of | consecutive integers,

1 im Im l

Pr[fi mod n € S] < [zm/n}(l+[l/zj)/t< —1——-1-7-1-*
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Proof. Note that any interval of length [ can cover at most 1+ |l/i| elements of any arithmetic
sequence of common difference i. Then {57 | B € T} C [im] is such a sequence, and there are at
most [im/n] intervals an + S overlapping this sequence. Hence at most [im/n](1+ [I/i]) of the
B € [m] have fi mod n € S. Hence

Pr[gi mod n € S] < [im/n](1 + |I/i])/t.

Lemma 4.4.4. Leti € S. Suppose none of Eco(i), Eorf(i), and Epngise(i) hold, and let j = hq (7).
Consider any run of LOCATEINNER with s 4(i) € [l;,1; +w] . Let f > 0 be a parameter such that

Ck
B—Tﬁ-

for C larger than some fized constant. Then myp(i) € [I5,1; + 4w/t] with probability at least 1 —
th(Rloc)}

Proof. Let 7 = my4(i) = 0(i — b) (mod n), and for any j € [n] define

2

0; = ;(] +ob) (mod 27)

so 0F = Zgi. Let g = O(f1/3), and ¢’ = B2¢ = ©(1/¢°).

n
To get the result, we divide [l;,[; +w] into t “regions”, Qq = [I; + q%lw, I+ {w] for q € [t]. We
will first show that in each round r, ¢; is close to 80 with 1 — g probability. This will imply that
Qg gets a “vote,” meaning v, , increases, with 1 — g probability for the ¢’ with 7 € Q. It will also
imply that v;, increases with only g probability when |¢ — ¢’| > 3. Then Ry, rounds will suffice
to separate the two with 1 — f~2(fiee) probability. We get that with 1 — ¢ f~%(Fiee) probability, the
recovered Q* has |¢ — ¢'| < 3 for all ¢ € Q*. If we take the minimum ¢ € Q* and the next three
subregions, we find 7 to within 4 regions, or 4w/t locations, as desired.

In any round r, define u = u(") and a = a,. We have by Lemma 4.4.2 and that ¢ € S that

2
, 2k
E . ,,a0%,, |2 <2P 2
Huj W] < aB  Bae
2 2
= @lﬂ > @|~”’3i|2

Note that ¢(w?) = —af*. Thus for any p > 0, with probability 1 — p we have

where ||z — y||o = minyez [z — y + 27| denotes the “circular distance” between x and y. The

64



analogous fact holds for ¢(«/;) relative to ¢(x;) — (a+8)8%. Therefore with at least 1—2p probability,
les — 560 = lé(us) — 6(u) — 582
| €0t = ot - a2 - (05) — (0420 - (o 05 HO
< 6(u5) — (8(s) — a0 + 16(0t5) — (6 — (a+ Bl

< 2sin!(4/ C’2’p)

by the triangle inequality. Thus for any s = O(g) and p = O(g), we can set C' =
O(1/g?) so that

-2
psin?(smw/4)

lej — 862l < sm/2 (4.4)

with probability at least 1 — 2p.
Equation (4.4) shows that ¢; is a good estimate for ¢ with good probability. We will now show

that this means the appropriate “region” @), gets a “vote” with “large” probability.

For the ¢’ with 7 € [I; + q,T_lw, l; + %/w], we have that m; s = [; + q/_tl/Qw satisfies

‘T — m; /| < E
PO ot

SO

27w

n 2

Hence by Equation (4.4), the triangle inequality, and the choice of B < 52—’5,

07— 00| <

lej = Bljqllo < llej — BOzllo + 11807 — B4 lo

st PBrw
< - -

2 + nt

ST ST
-2 2
= ST.

Thus, v;, will increase in each round with probability at least 1 — 2p.

Now, consider ¢ with |¢ — ¢'| > 3. Then |7 —m;4| > 72—1;’, and (from the definition of 8 > 52%)

we have

Tsn  3sn

We now consider two cases. First, suppose that |7 —my | < %. In this case, from the definition
of it follows that

Together with Equation (4.5) this implies
Pr[B(t — mjq) mod n € [—3sn/4,3sn/4]] = 0.

On the other hand, suppose that |7 — mj4| > ¥. In this case, we use Lemma 4.4.3 with
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snt t = snt

o T = (T —mj,) and n = n, to conclude that

parameters | = 3sn/2, m =

4w |7 —my 4l 3sn st 4w
P —m; d —3sn/4,3sn/4)] < — +2—LL 1 354 T
r[B(1 —mjq) mod n € [—3sn/4,3sn/4]] < s - t3s+ -

4w 2w
<—+—+9s
snt n

6

— 49
<sB+ y
< 10s

where we used that |i| < w < n/B, the assumption % < |i|, ¢ > 1, s < 1, and that s* > 6/B
(because s = O(g) and B = w(1/g?)).
Thus in either case, with probability at least 1 — 10s we have

2 (mjq —T) 2m3sn 3

= 8T

0., — B0 = o

for any ¢ with |¢ — ¢’| > 3. Therefore we have

lej = B0jallo = 118654 — 897llo — llej = Bzl > sm

with probability at least 1 — 10s — 2p, and v; 4 is not incremented.

To summarize: in each round, v;, is incremented with probability at least 1 — 2p and vj 4 is
incremented with probability at most 10s + 2p for |¢ — ¢/| > 3. The probabilities corresponding to
different rounds are independent.

Set s = g/20 and p = g/4. Then v; 4 is incremented with probability at least 1 — g and v; 4 is
incremented with probability less than g. Then after Ry, rounds, if |¢ — ¢'| > 3,

Prlug > Rioo/2] < (1% ) g2 < (dg)Tiel? = 00
’ ]%loc/2

for g = f/3/4. Similarly,
Prvj g < Rioe/2] < fORtoc).

Hence with probability at least 1 — ¢ f2(fiee) we have ¢’ € Q* and |¢ — ¢/| < 3 for all ¢ € Q*. But
then 7 — I’ € [0,4w/t] as desired.

Because E[|[{i € supp(x) | Eofr(9)}|] = «lx|lo, the expected running time is O(Rj,.Bt +
Rioe 5 10g(n/8) + Rioellx|lo(1 + alog(n/d))). H

Lemma 4.4.5. Suppose B = % for C larger than some fixed constant. The procedure LOCATES-
IGNAL returns a set L of size |L| < B such that for any i € S, Pr[i € L] > 1 — O(«). Moreover the
procedure runs in expected time

0((§ log(n/0) + [Ix[lo(1 + alog(n/d))) log(n/B)).

Proof. Consider any i € S such that none of E.y(i), Eoff(i), and Ejeise(i) hold, as happens with
probability 1 — O(«).

Set t = logn,t' = t/4 and R = O(logy o(t/a)). Let wo = n/B and wp = wo/ ()P~ so
WD, apt1 < 1 for Dypga = logy (wo + 1) < t. In each round D, Lemma 4.4.4 implies that if 744 (7) €
[lg-D), ZJ(-D) +wp) then 7,4(i) € [Z§D+1), l;DH) +wp41] with probability at least 1 —af2(flee) = 1—q /t.
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By a union bound, with probability at least 1—a we have 7, (i) € [l§.Dm”+1), l](-Dm‘““H)qu Dyantl] =

{l (Dmaz+1) } Thus i =7 (l(Dm“ﬁl)) € L.
Since RjpeDmaz = O(logl/a t/a)log,(n/B)) = O(log(n/B)), the running time is

ODrnae (i Yor(n/8) + Ruoellxllo(1 + o log(n/5))))

= 0((§ log(n/d) + [Ix[lo(1 + alog(n/d))) log(n/B)).

4.4.4 Properties of EstimateValues
Lemma 4.4.6. For anyi € L,

Prl|w; — ;| > p?] < e Fest)

if B> ¢k for some constant C'.

Proof. Define e, = ug Jw=aroi _ 2. in each round 7. Suppose none of Eéogl( ), E(()f)f( /), and E,(w)we( )
hold, as happens with probability 1 — O(«). Then by Lemma 4.4.2,

P2 2 2 5

k
Elle,.]?] < 24— = =2
arHeT| I< aB aeB C'u

Hence with 3/4 — O(«) > 5/8 probability in total,
o2 < 2 < 22
C
for sufficiently large C'. Then with probability at least 1 — e~ ®(Eest) hoth of the following occur:
| medianreal(e,.)|* < u%/2

r

]me(;lianimag(er)]2 < p?/2.

If this is the case, then | median, e,|> < 2. Since w; = z; + median e,, the result follows. O

Lemma 4.4.7. Let Rest > Clog% for some constant C and parameters v, f > 0. Then if
ESTIMATEVALUES is run with input k' = 3k, it returns wy for |J| = 3k satisfying

Err%k(xL —wy) < Erri(zp) + O(kp?)

with probability at least 1 — 7.
Proof. By Lemma 4.4.6, each index ¢ € L has

k
PI‘H’UJZ' — wi\Q > M2] < i
B
Let U = {i € L | |w; — x;]*> > p?}. With probability 1 — ~, |U| < fk; assume this happens. Then
[(z — w) vz < w2 (4.6)
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Let T' contain the top 2k coordinates of wp,\ . By Lemma 7.2.1, the £ guarantee (4.6) means that
lzpo — wrl3 < B (zpp) + 3kp®. (4.7)

Because J is the top 3k > (2 + f)k coordinates of wy, T C J. Let J' = J\ (TUU), so |J'| < k.
Then
Err}y(zr —wy) < llepy — wnoll
= ||z @wugry — wrll3 + |z —w) 713
< lzpyw = wrl3 + 17z — w)rll%
< Errj(zp\v) + 3k + kpi®
— Bred(apy0) + Oky)

where we used Equations (4.6) and (4.7). O

4.4.5 Properties of SparseFFT

We will show that 2* — (") gets sparser as r increases, with only a mild increase in the error.

Lemma 4.4.8. Define (") = 2* — x("). Consider any one loop r of SPARSEFFT, running with
parameters (B, k,a) = (By, ky, ;) such that B > % for some C' larger than some fixed constant.
Then for any f >0,

Err?ck(ac(”l)) < (1+ €) Erri (z™) 4 O(ed?n||z*||2)

with probability 1 — O(«/ f), and the running time is

O(IXlo(1 + alog(n/5)) + = og(n/5)) (o — +log(n/B).

Proof. We use Rest = O(log %) = O(log ) rounds inside ESTIMATEVALUES.
The running time for LOCATESIGNAL is

B
O((— log(n/6) + X" lo(1 + alog(n/d))) log(n/B)),
and for ESTIMATEVALUES is

O((Z108(n/5) + I o(1 + alog(n/))) og )

for a total running time as given.

Recall that in round r, p? = £(Erri(z(") + 6%n||2*(|2) and S = {i € [n] | |x§7ﬂ)|2 > u?}. By
Lemma 4.4.5, each ¢ € S lies in L, with probability at least 1 — O(«). Hence |S \ L| < fk with
probability at least 1 — O(a/f). Then

Erh(a ) < o s I3
< B (a7} rus)) + I s I
= BT )\ (zus) Lln)\(zus)lloo

LI
< Enf(afl) ) + kp?. (4.8)
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Let w = D —x (") = 2(") —z(r+1) by the vector recovered by ESTIMATEVALUES. Then supp(w) C
L, so

Errgfk(:c(”rl)) = Err%fk(x(r) —w)
\L) + Err?k(azg) —w)

< Bnrfy(af) ) + Erf(e) + Okys®)

Errd gy, (20 V) < B (a0 ) + Brrd (o)) + O(kp?)
< Erf (") + O(kp?)
= (1+0() Enf(z™) + O(ed®n|*|13).

The result follows from rescaling f and e by constant factors. O

As in previous chapters, repeating this lemma leads to a general sparse recovery algorithm:
Theorem 4.4.9. With 2/3 probability, SPARSEFFT recovers YYD such that
lz* = X" Vl2 < (14 €) Erry () + 8|2
in O(%log(n/k)log(n/d)) time.

Proof. Define f, = ©(1/r%) so Y. fr < 1/4. Choose R so [[,cpfr < 1/k < [[,.gfr- Then
R = O(logk/loglogk), since [[,<p fr < (fr2)®? = (2/R)R. -

Set €, = fre, ap. = O(f2), k, = k1<, fi» Br = O(%anr). Then B, = w(%), so for sufficiently
large constant the constraint of Lemma 4.4.8 is satisfied. For appropriate constants, Lemma 4.4.8
says that in each round r,

Er?, (20)) = En? , (20)) < (1+ fro) Bred, (20) + O(fredmlla|2)  (4.9)

7‘+1(
with probability at least 1 — f.. The error accumulates, so in round r we have
Errj, («)) < B (2) [[(1+ fie) + > O(fred®nl|}) T (1+ fie)
i<r i<r 1<j<r
with probability at least 1 — >, f; > 3/4. Hence in the end, since kry1 = kHigR fi <1,
|z FHFVN3 = En,,, (2FFD) < Enf(z) [ (1 + fie) + O(Res®n||z"||F) T (1 + fie)
i<R i<R

with probability at least 3/4. We also have

[T+ fie) <e=efi <e

)

making

H(1+fi6)§1+erie<1—|—26.

3 3
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Thus we get the approximation factor
lz* = x5 < (14 26) Enn(2) + O((log k)ed®na*|)

with at least 3/4 probability. Rescaling § by poly(n), using ||z*||? < n|/z||2, and taking the square
root gives the desired
lz* = x|z < (1+ €) Brrg(2) + 8|z]|2-

Now we analyze the running time. The update x"*Y — x(") in round r has support size 3k, so in
round r

IOl < 33k, S k.
i<r

Thus the expected running time in round r is order

(1(1+ a, og(n/5)) + o~ log(n/3))log —— + log(n/,)

o€y
k k r2
< (k+ pr log(n/d) + 2 log(n/d))(log " + log(ne/k) + logr)

S (k4 5 og(n/8)(log r + log(n/K)

We split the terms multiplying k& and 67% log(n/d), and sum over r. First,

R
Z(logr +log(n/k)) < Rlog R + Rlog(n/k)

r=1
<logk + log klog(n/k)
< logklog(n/k).
Next,
moq
> ﬁ(logT +log(n/k)) < log(n/k)

r=1

Thus the total running time is order

klogklog(n/k) + élog(n/é) log(n/k) < élog(n/é) log(n/k).

4.5 Reducing the full k-dimensional DFT to the exact k-sparse
case in n dimensions

In this section we show the following lemma. Assume that & divides n.
Lemma 4.5.1. Suppose that there is an algorithm A that, given an n-dimensional vector iy such that

y 18 k-sparse, computes y in time T(k). Then there is an algorithm A’ that given a k-dimensional
vector ¥ computes z in time O(T'(k))).

70



Proof. Given a k-dimensional vector z, we define ¥; = Z; mod k, for i € [n]. Whenever A requests
a sample y;, we compute it from T in constant time. Moreover, we have that y; = z; Jn/k) s a
multiple of (n/k), and y; = 0 otherwise. Thus y is k-sparse. Since z can be immediately recovered
from y, the lemma follows. O

Corollary 4.5.2. Assume that the n-dimensional DFT cannot be computed in o(nlogn) time.
Then any algorithm for the k-sparse DE'T (for vectors of arbitrary dimension) must run in Q(k log k)
time.

4.6 Efficient Constructions of Window Functions
Claim 4.6.1. Let cdf denote the standard Gaussian cumulative distribution function. Then:
1. cdf(t) =1 — cdf(—t).
2. cdf(t) < e /2 fort < 0.
3. cdf(t) < & fort < —/2log(1/9).
4. f;t:foo cdf(z)dr < & fort < —/21og(3/6).

5. For anyd, there exists a function C/Vdf(;(t) computable in O(log(1/d)) time such that ||cdf —C?de(;Hoo <
J.

Proof.
1. Follows from the symmetry of Gaussian distribution.
2. Follows from a standard moment generating function bound on Gaussian random variables.
3. Follows from (2).

4. Property (2) implies that cdf(¢) is at most V27 < 3 times larger than the Gaussian pdf. Then
apply (3).

5. By (1) and (3), cdf(t) can be computed as £6 or 1 4+ ¢ unless [t| < /2(log(1/d)). But then
an efficient expansion around 0 only requires O(log(1/6)) terms to achieve precision +4.
For example, we can truncate the representation [Mar(04]

1 et/ B P ¢
df(t) = = b+ =t
cdf(?) 2+,ﬁ27r(Jrz«;+3-5+3-5-7Jr )

at O(log(1/0)) terms.

Claim 4.6.2. Define the continuous Fourier transform of f(t) by
foy= [ e s
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For t € [n], define
=vn Y f(t+n))
j=—00
and -
= > flt/n+3).
j=—00
Then g = ¢', where g is the n-dimensional DFT of g.

Proof. Let Ai(t) denote the Dirac comb of period 1: Ay (t) is a Dirac delta function when ¢ is an
integer and zero elsewhere. Then A; = A;. For any ¢ € [n], we have

Ge=3_ Y fls+ngeimem

s=1j=—o00
n oo
Z S + nj)e—Qﬂit(s—f—nj)/n

j=—o00

— Z f(s)e—%rits/n

:/_oo f(S)Al(s)e—Qwits/nds
= (F-An)(t/n)
(f*A1)(t/n)

= > Flt/n+3)

j=—o00

O]

Lemma 4.6.3. For any parameters B > 1,6 > 0, and a > 0, there exist flat window functions G’
and G such that G can be computed in O(B log(n/d)) time, and for each i, G, can be evaluated in
O(log(n/9d)) time.

Proof. We will show this for a function G’ that is a Gaussian convolved with a rectangular filter.
First we construct analogous window functions for the continuous Fourier transform. We then show
that discretizing these functions gives the desired result.

For some parameters o and 1 with 1 < ¢ < n and C < 1 to be determined later, define D and
F to be Gaussian and rectangular filters, respectively, according to:

e D(s)= \/%6_0252/2 is a Gaussian pdf with standard deviation 1/0.

b>

(t) = e 271°/7" is o /y/2 times a Gaussian pdf with standard deviation o /27

o F(s) =rect(s/(2C)) is 1 if |s| < C and 0 otherwise, is a rectangular filter of length 2C'.

)

(t) = 2Csinc(2Ct) = SnCrCt),

it
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Consider the filter

G"=DxF

G*=D-F.
We have ]@*(t)\ < 2C’|ﬁ(t)] < 206 for [t| > $-/2log(1/d). Furthermore, G* is computable in
O(1) time.

Its inverse Fourier transform is G*(s) = cdf(o(s+ C)) — cdf(o(s — C)). By Claim 4.6.1 we have

for |s| > C' + /2log(1/d)/o that G*(s) = £J. We also have, for |s| < C' — \/2log(1/0)/o, that
G*(s) = 1+ 26.

__ This gives us efficient continuous flat window functions. To get discrete ones, for i € [n] let
Hi=n3 2 G*(i+nj). By Claim 4.6.2 it has DFT H; = > G*(i/n + j).

We show how to approximate H and H efficiently. First, H:

> |G*(i)] < 4C > 1D (i)

[i|>142=+/2log(1/9) i<—1—g-+/2log(1/9)
—5-4/2log(1/8) __
§4C’/ |D(z)|dx
(o
<4C df(—+/2log(1/6
< 40— cif(—/21og(1/3)
< 2C0d < 2né.

Thus if we let R R
Gi=vn Y G
7]< 5 v/ 210g(1/6)
j=i (mod n)

for |i| < 5-+/2log(1/6) and G; = 0 otherwise, then H@ — H||; < 26n3/2.

Now consider approximating H. Note that for integer i with |i| < n/2,

H; — G*( ZG* (i/n+7)
1%

[Hi = G*(i/n)| <2 G*(=1/2 - j)
j=0

<2 f:cdf(a(—uz —ji+0))

—-1/2
< 2/ cdf(o(z + O))dz + 2cdf(o(—1/2 + C))
<26/0 426 <46

by Claim 4.6.1, as long as

o(1/2 — C) > \/21og(3/9). (4.10)
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Let

1 ji| < n(C — \/2log(1/3)/0)
G, = 0 i > n(C + +/2log(1/d)/0)

cdfs(o(i/n+ C)) — cdfs(o(i/n — C)) otherwise

where (;i/f(;(t) computes cdf(t) to precision £ in O(log(1/J)) time, as per Claim 4.6.1. Then
G, = G*(i/n) £ 2§ = H; £ 66. Hence

IG = G'loe < ||G" = Hl|oo + IG — Hl|
<G = Hlloo +IG = H|l2
= |G’ = Hloo + |G — H]2
< |G = Hloo+ |G~ Hlh
< (2n*? 4 6)3.

Replacing § by §/n? and plugging in o = %\/QIOg(n/é) >1land C = (1—-0a/2)/(2B) < 1, we
have the required properties of flat window functions:

o |Gi| =0 for |i| > Q(Zlog(n/d))

G, =1for |i| < (1 —a)n/(2B)

G, =0 for |i| > n/(2B)

G’ € [0,1] for all i.

|G" — Gl < 0.

e We can compute G over its entire support in O(g log(n/0)) total time.

For any i, G can be computed in O(log(n/d)) time for |i| € [(1 — «)n/(2B),n/(2B)] and
O(1) time otherwise.

The only requirement was Equation (4.10), which is that

B alostn/a)(1/2 - L0 5 alog(an/i).

This holds if B > 2. The B =1 case is trivial using the constant function G} = 1. O
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Chapter 5

Sparse Fourier Transforms:
Optimizing Measurements

(Based on parts of [IKP13])

This chapter revisits the sparse Fourier transform problem. We give a randomized algorithm
that takes O(klog n(loglogn)®™M) samples and uses O(klog? n(loglogn)°™M) time, assuming that
the entries of the signal are polynomially bounded. The sampling complexity improves over the
O(klognlog(n/k)) bound in Chapter 4, and matches the lower bound of Q(klog(n/k)/loglogn)
from Chapter 6 up to poly(loglogn) factors when k = O(n'~%) for a constant § > 0.

As a reminder to set notation, our algorithm has access to the Fourier transform® Z of z. We
would like to compute an approximation x’ to x such that

Jo— 'l <C min Jlz— yll. (5.1)
k-sparse y

for some approximation factor C' =1+¢€ < 1.

5.1 Techniques

Our algorithm follows a similar approach to [GMS05] and our time-optimizing Chapter 4, which
try to adapt the methods of [CCF02, GLPS10] from arbitrary linear measurements to Fourier ones.
We use a “filter” that lets us “hash” the k large frequencies to B = O(k) buckets. This lets us
“locate”—i.e., find the indices of—many of the large frequencies. We then “estimate” the value of
x at these frequencies, giving a sparse estimate x of x. To improve this estimate, we can repeat
the process on x — x by subtracting the influence of x during hashing. This repetition will yield a
good sparse approximation y of x.

The methods of [CCF02, GLPS10] will, multiple times, take a set of B linear measurements of

the form
'L~Lj = Z S; 5
i:h(i)=j
for random hash functions h : [n] — [B] and random sign changes s; with |s;| = 1. This denotes
hashing to B buckets. With such ideal linear measurements, O(log(n/k)) hashes suffice for sparse
recovery, giving an O(klog(n/k)) sample complexity.
To perform sparse Fourier transforms, both [GMS05] and our Chapter 4 approximate @ using

IThis is the inverse discrete Fourier transform problem. It is equivalent to the forward direction modulo some
conjugation and has simpler notation.
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linear combinations of Fourier samples. They use filters to compute u ~ % using somewhat more
than B Fourier measurements. Choosing a filter involves a tradeoff between the approximation
quality and increase in number of samples. As described in Section 5.3, for any parameter R > 2,
using O(Blog R) Fourier measurements we can get (very roughly) that ||u — alle < ||z]|2/R. We
refer to this error (u— @), which is mostly caused by elements x; contributing to buckets other than
h(i), as “leakage.”

The difference between [GMS05] and Chapter 4 is largely driven by a different choice of filters.
[GMS05] uses a filter with R = O(1), which gives efficient sample complexity per hashing but
involves lots of leakage. Dealing with this leakage requires multiple logarithmic factors of overhead
in the number of hashes. By contrast, Chapter 4 uses a filter with R = n®1). This filter loses
one logarithmic factor in sample complexity, but makes leakage negligible for polynomially bounded
inputs. The rest of the algorithm then can proceed somewhat similarly to [GLPS10] and be optimal,
giving O(klognlog(n/k)) sample complexity.

In this chapter we observe that setting R = n®(") is often overkill: in many cases the post-
filtering parts of Chapter 4 can tolerate a larger amount of leakage (and hence use a filter that
performs fewer measurements). Moreover, the situations where R must be large are precisely the
situations where the post-filtering parts of Chapter 4 can be made more efficient and use o(log(n/k))
hashings. We give a broad outline of our analysis, starting with a special case.

Similar magnitude heavy hitters. Even with the “ideal” hashing %, we expect an average
of around p? = Err2(x)/B “noise” from the tail in each of the B = O(k) buckets, where Erry(x)
denotes ming_sparse y|| —y|l2. This means that the post-filtering steps of the algorithm must already
tolerate average noise of order u?.

For intuition, it is useful to consider recovery of a signal where the largest k coordinates are all
between Ry and Ry for a parameter R > 2. Then choosing the filter with O(log R) overhead,
i.e. performing O(Blog R) Fourier measurements, the average leakage will be

(Bt Brf@) o

Lii—u3< 2 jaz < ®
B 2= p2p"iz = R2B

This means that the post-filtering steps of the algorithm will succeed, giving a sample complexity of
O(klog Rlog(n/k)). This is a great improvement over the O(klognlog(n/k)) sampling complexity
of Chapter 4 when R is small, but if R is polynomially large we have not gained anything.

The next insight is that we can use fewer than log(n/k) hashings if the smallest heavy hitter
has value vVRu? > p2. Indeed, the bottleneck in these algorithms is the location phase, where
we need to recover log(n/k) bits about each large frequency (in order to identify it among the
n/k different frequencies in the bucket). While [GMS05] and Chapter 4 recover O(1) of these bits
per hashing, their methods can actually recover Q(log R) bits per hashing in this case because
the expected signal to noise ratio in each bucket is Q(R). This gives a sample complexity of
O(klog Rloggr(n/k)) = O(klog(Rn/k)).

Our algorithm uses the approach we just outlined, but also needs to cope with additional
difficulties that we ignored in the sketch above. First, in the general case we cannot expect all
heavy hitters to be in the range [\/RLLQ, Rp?], and the argument above does not give any guarantees
on recovery of smaller elements. Additionally, the sketch above ignores collisions during hashing,
which cause us to only recover a constant fraction of the heavy hitters in each round. We now give
an outline of our approach to the general problem.
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General vectors. The above algorithm finds most of the large frequencies if they all have
value between v Ru? and Ryu? for a known R. More generally, if ||z||3 < Rku?, the same tech-
niques can recover most of the frequencies of magnitude larger than R°yu? with sample complexity
O(:klog(Rn/k)), for a parameter § > 0: we perform O(loggs(n/k)) hashings that each take
O(klog R) samples. Call this algorithm A(R,J).

Our algorithm will repeat A(R, §) multiple times for some §. After enough repetitions, we will
recover almost every coordinate larger than v/Rp?. The residual will then have norm bounded
by O(V/Rkp?). Our algorithm takes the following form: we repeat A(v/R, ) multiple times, then
A(R'Y*,5), and so on. After loglog R rounds of this, the residual will have norm O(ku?) and we
can perform recovery directly. For this technique to work with (loglog(Rn))¢ overhead, we will
show that loglog R repetitions of A(R,d) suffice to reduce the residual norm to v/Rku?, for some
d =Q(1/loglog R).

A first attempt might be to set 6 = 1/2, thus recovering most of the coordinates larger than
VRku? in each stage. This leads to problems if, for example, the vector has k/2 elements of value
R*4u? and k/2 elements of value R-%:2. Then A(R, 1/2) will never recover the first k/2 coordinates,
and collisions with those coordinates mean it will only recover a constant fraction of the second
k/2 coordinates. So it takes Q(log R) >> loglog R repetitions to reduce the residual from R-%ku?
to \/Ek:,uQ. This is too slow; we need to make the number of elements above \/EMQ decay doubly
exponentially.

This suggests that we need a more delicate characterization of A(r,d). We show in our analysis
that coordinates are recovered with high probability if they are “well-hashed,” meaning that the
total noise in the bucket is R® smaller than the value of the coordinate. Coordinates of magnitude
R%1? have a constant chance of being well-hashed (leading to singly exponential decay), and co-
ordinates that are much larger than R%u? have a higher chance of being well-hashed (ultimately
yielding the required doubly exponential decay). Our analysis follows this outline, but has to handle
further complications that arise from imperfect estimation phase. For simplicity, we first present
the analysis assuming perfect estimation, and then give the proof without any assumptions.

General vectors: perfect estimation. We classify the elements of the signal into 1/§ “levels”
of elements between [R% 2, ROU+D 2] for j = 0,...,1/8 — 1, as opposed to a single range like
[\/Ruz , Ru?]. We then bound the success rate of recovery at each level in terms of the number of
elements in various levels above and below it.

To first approximation, coordinates are recovered and eliminated from the residual if they are
well-hashed, and are not recovered if they are not well-hashed. And in most cases the probability
that a large coordinate j is not well-hashed is dominated by the probability that it collides with a
coordinate of magnitude at least R~°|z;|?. In this approximation, if we set m,(t) to be the number
of |z;|? larger than R®u? after ¢ rounds of the algorithm, then E[my(t + 1)] < my(t)me_1(t)/B.
Then mg doesn’t decay—coordinates less than R%u? will not be recovered by A(R,d)—but m;y
decays exponentially, mo will then decay as 2_t2, and in general m, will decay as 9-(2). With
§ = 1/loglog R, we find that m;,;5_; (which contains all coordinates larger than VRp?) will decay
to 1/R° in O(loglog R) rounds. As a result, the squared norm of the residual will be at most
O(VRp?). The details of this part of the analysis are presented in Section 5.6.

General vectors: actual behavior. In the actual algorithm, coordinates do not just disappear
if they are located, but are estimated with some error. This means large components can appear in
the residual where no component was before, if lots of small components were hashed to a certain
bucket. This causes the m, to not obey the nice recurrence in the previous paragraph. To deal
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with this, we introduce the notion of splittings of the residual. For analysis purposes, we split each
component of the residual into multiple terms whose total magnitude is the same. We define the
my in terms of the number of components in the splitting, not the actual residual.

The intuition is that the residual error when estimating an element x; is approximately ||z¢||2,
where C' C [n] is the set that “collides” with ¢. Rather than thinking of the residual as a single
coordinate with value ||z¢|2, we “split” it and imagine duplicating x; for each j € C. Because
j € C was not recovered from the bucket, j was (most likely) not well-hashed. So the contribution
of the duplicated x; to my is comparable to the contribution of the x; that remain after not being
well-hashed. Hence the my obey almost the same recurrence as in the perfect estimation setting
above.

As a result, O(loglog R) repetitions of A(R,1/loglog R) reduce the residual norm to v/ Rku?.
Repeating for loglogn rounds decreases R from n® to O(1), and we can finish off by accepting a
log R loss. The details of this part of the analysis are presented in Section 5.7.

5.2 Notation and definitions

We will use the orthonormal version of the Fourier transform. For x € R”
T = \}ﬁ > Wi, (5.2)
i€[n]
where w is a root of unity of order n. The inverse transform is given by
xj = \/15 Z w g, (5.3)
i€[n]

We assume that n is a power of 2.

5.2.1 Notation
We will use the same pseudorandom spectrum permutation as Chapter 4, which we now define.

1

Definition 4.2.1. Suppose 0" exists mod n. We define the permutation P, ,; by

(Pa,a,bi‘\)i = i'\a(i—i-a)(-‘j_gbi'

We also define my (i) = o(i — b) mod n.
Claim 4.2.2. Let F~!(z) denote the inverse Fourier transform of x. Then
(‘F_l(Pa,a,b/x\))wmb(i) = z;w".
Also, define
o hyp(i) = round(myp(i)n/B) to be an [n] — [B] “hash function” .
e 0,(j) =7(j) — (n/B)h(i) to be the “offset” of j relative to 1.
This “hashing” h is approximately pairwise independent in the following sense:
Lemma 4.2.4. (Lemma 3.6 of [HIKP12c]) If j # 0, n is a power of two, and o is a uniformly
random odd number in [n], then Pr[oj € [-C,C]| (mod n)] < 4C/n.
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In much of the chapter, we use |i| for i € [n] to denote min,ecz |7 + zn|; this is the “absolute

value modulo n.” So the above lemma, for example, bounds Pr[|oj| < C].

Our algorithm will start with an input z* and find progressively better approximations x to x*.

Most of the analysis will depend only on z := a* — x. Our algorithm will involve decreasing the
“signal to noise ratio” R ~ ||z||3/ Err2(z*).

Pseudocode for our algorithm is given below. Due to space constraints, the pseudocode for the

function LOCATESIGNAL appears in Section 5.10.

1. procedure SPARSEFFT (7, k, ¢, R, p)

2: X0 0 > in C™.
3 Ry + R

4 r + O(loglog R)

5: for:i=0,1,...,7r—1do

6 X' + REDUCESNR(Z, X9, 3k, R;, p/(2r))

7 D Sparsiry (x( + ¥/, 2k) > Zero out all but top 2k entries
8 Rii1 + cV/R; > For some constant c
9: end for
10 X' + RECOVERATCONSTANTSNR(Z, x("), 3k, €, p/2)
11: return (") + /
12: end procedure

Algorithm 5.2.1: Overall algorithm: perform Sparse Fourier Transform

1. procedure REDUCESNR(Z, x, k, R, p)

2: B+ ék: for sufficiently small o > 0.

B xWex

4 N < O(log, log, R)

5: fort=0,1,...,N —1do

6 ki +— O(k4_t)

7 L < LoCATESIGNAL(Z, x\9, B, 0, b, R, a R=20)

8 # < ESTIMATEVALUES(Z, X\, L, B, 3k, 13, R)

9 YD) O 4 7

10: end for

11: return XN - X

12: end procedure

Algorithm 5.2.2: Reduce the SNR. ||z||3/£2 from R to O(v/R)

5.2.2 Glossary of terms in ReduceSNR and RecoverAtConstantSNR

In REDUCESNR and RECOVERATCONSTANTSNR, there are a lot of variables with common names
and similar purposes. This section provides a glossary, which may be useful for reference. We have
globally:

e 7* € C™ is the original input, where we want to recover an approximation to x*.

e k* is the original value of &, for which we expect * to be approximately k*-sparse.

e R* > ||*||2/ Erri(z*) is an upper bound on the SNR for the original signal. We have R* =
O(poly(n)) by the input assumption.
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1. procedure RECOVERATCONSTANTSNR(Z, x, k, €, p)

2 R+ 20

3 B < Rk/(eap) for a sufficiently small constant o > 0
4 Choose o, b uniformly at random in [n], o odd.

5: L + LOCATESIGNAL(Z, x, B, 0, b, R, aep)

6 X' <= ESTIMATEVALUES(Z, x, L, B, 3k, log(B/(4k)), R)
7: return \’
8: end procedure

Algorithm 5.2.3: Recovery when ||z — |2 < Err(z)

: return SPARSIFY(Z, k).
: end procedure

1: procedure ESTIMATEVALUES(Z, x, L, B, k,T, R)

2 fort=1to T do

3 Choose 0, b,a € [n| uniformly at random, o odd

4 u < HASHTOBINS(z, x, Pyq5, B, R)

5: :i“gt) — G;b)uhg,b(i)w_m forall ¢ € L. > Note that G,,(;) depends on a,b,a
6 end for

7 Ty mediant(:i'gt)) for all ¢ € L. > Median in real and imaginary axis separately
8

9

Algorithm 5.2.4: Estimation: estimate (x — x)r, using 7" rounds of B-bucket, contrast R hashing.

1: procedure HASHTOBINS(Z, x, Py o, B, R)

2 G + flat window function with B buckets and contrast R.

3 Compute y =G Prgp(@— X)), IR — Xllee < 2204 > Have [[y/[lo < Blog R
4: Compute u; = Q’jn/B for j € [B], where ||Allo < }!i'llfl

5 return u.

6: end procedure

Algorithm 5.2.5: Hashing using Fourier samples (analyzed in Lemma 5.11.3)
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and for each different call to REDUCESNR and RECOVERATCONSTANTSNR, we have

e x € C" is our current best guess at x, which will (in all calls) be 2k*-sparse.

e r = x* — x is the “residual” signal that we want to recover in this call. (When analyzing
REDUCESNR, we set z = z* — (9 in each inner loop.)

e k = 3k* is the approximate sparsity of x.

a > 0 is sufficiently small, but at least 1/(loglogn)°.
B > k/a to be the number of buckets in each hashing.

T to be the number of hashings done inside ESTIMATEVALUES.
& € C" is the estimation of z in ESTIMATEVALUES for each t € [T].

e 7 € C" is the median of () over t.

R will is a parameter (in REDUCESNR) and sufficiently large constant (in RECOVERATCON-
STANTSNR). It roughly represents the “signal-to-noise ratio”.

d =1/(40logy logy R).
v = R to be the “contrast” our LOCATESIGNAL requires.

5.3 Properties of the bucketing scheme

Our algorithm uses filters and various choices of ¢, b, a to “hash” the coordinates of x into buckets.
For each (0,b,a) and each bucket j € [B] we recover an estimate i* of the heavy coordinate in that
bucket. Also, for each i € [n] we can recover an estimate Z; of x;.

We use a modification of the filters from Chapter 4 that allows the noise in a single bucket to
depend on the energy of the signal as well as the energy of the colliding elements.

Definition 5.3.1 (Flat Window Functions). A flat window function G over C™ has B buckets and
contrast R if, for |i| <n/2, we have

e G; >1/3 for|i| <n/(2B).
e 0<G; <1 foralli.

e G; < (%)logR for all i for some constant ¢
The filters in Chapter 4 were more stringent, roughly corresponding to the R = n®() case. We
will prove in Section 5.11 that

Lemma 5.3.2. There exist flat window functions where | Supp(é)| < Blog R. Moreover, supp(é) C
[-O(Blog R),O(Blog R)].

Most of the analysis in this chapter will assume we have precomputed G and G and may access
them with unit cost. This is unnecessary: in Section 5.12.1 we describe how to compute them on
the fly to 1/n° precision without affecting our overall running time. This precision is sufficient for
Our purposes.

Lemma 5.3.3. Let (0,a,b) € [n] be uniform subject to o being odd. Let u € CB denote the result of
HASHTOBINS(Z*, X, Py.a5, B, R). Fiz a coordinate i € [n] and define x = x*—x. For each (0,b), we
can define variables C C [n] and w > 0 (and in particular, C = {j # i : |o(i — j) mod n| < en/B}
for some constant c¢,) so that
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e For all j, as a distribution over (o,b),
Pr[j € C] < 1/B.

e As a distribution over (o,b),

o o lzll3 . ll2*3
Bl pep t mopll

o Conditioned on (o,b) and as a distribution over a,

E[IGhw™ ) — 2l < w? + [lzc 3.

Intuitively, C' denotes the elements of = that collide with ¢, and w denotes the rest of the noise.
The two terms of w correspond to leakage of x from other hash locations and to errors in the
subtraction of x, respectively. This latter term should be thought of as negligible.

We also define the notion of being “well-hashed,” which depends on another parameter v = R?
from the glossary:

Definition 5.3.4. Let 0,b € [n],0 odd. An element i is well-hashed for a particular o,b and filter
G if over uniformly random a € [n],

E(|G, (@ *" ungy — zil] < 721l

Intuitively, a well-hashed element contains little noise in the bucket that it hashed to, relative
to its own energy, and will hence be likely to be recovered in LOCATESIGNAL. This is formalized
in Lemma 5.10.2.

5.4 Proof overview

This section gives the key lemmas that are proven in later sections. Our procedures try to reduce
the £5 norm of the residual to the “noise level” ¢2 := Errz. (z*)+|z*[|3/(R*n'?). The polynomial n'°
can be arbitrary, and only affects the running time of the algorithm; we choose a specific constant
for simplicity of notation. The ||z*||3/(R*n!?) term is essentially irrelevant to the behavior of the
algorithm, and will be ignored when discussing intuition.

First, we give an algorithm RECOVERATCONSTANTSNR that is efficient when ||z||3 < Errs(z).

Lemma 5.5.1. For z*, x € C" define x = x* —x. Then RECOVERATCONSTANTSNR/(Z*, x, k, €, p)
returns x' such that

2 2 o llz*]l3
lz — X'z < Errg(z) + ellz|z + n102

with probability 1 — p, using O(p%klog(n/k:) loglog(n/k)log(1/(ep))) measurements and (assuming

Ixllo S k) alogn factor more time.

This is relatively straightforward. To see why it is useful, for k = 3k* we have Errj(z) <
Errg- (x*). Therefore, once x is close enough to z* that 2 = z* — x has ||z||3 < Erry.(z*), this
lemma gives that x + x/ is within (1 + €) Errj. (z*) of o* using only O*(p%k:log(n/k:) log(1/(ep)))

* (|12
measurements. (As stated above, for intuition we are ignoring the negligible ”11!)‘2 term.)
n

We then show how to quickly reduce ||z||2 to O(Erri.(z*)):
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Lemma 5.7.11. For z*,x € C" define x = x* — x and

SSRRPYNN
C=Emile) TR peio

Suppose ||x|lo < k. Then REDUCESNR(Z*, x, k, R, p) returns X' such that
lz = XlI3 < VRE

with probability 1 —p, using O(I%klog(Rn/k)(log log(Rn/k))¢) measurements and a log(Rn) factor
more time.

This is the most technical part of the chapter. By iterating it loglog R times and finishing off
with Lemma 5.5.1, we get the final result:

Theorem 5.8.1. Let v € C" satisfy ||z||3 < RErri(x). Then SPARSEFFT(Z,k, R,p) returns a X'
such that

lz = XI5 < (1 + €) Errg () + ||z |3/ (R*n')
with probability 1 — p and using O(p%eklog(Rn/k)(log log(Rn/k))¢log(1/€)) measurements and a
log(Rn) factor more time.

We now summarize the proof of Lemma 5.7.11. Let © = 2* — x, and define

M2 — lg? > EI‘I‘2((13)—|— HxH% /]{7
kS = k R '

If we hash to B = k/a buckets with flat window functions of contrast R, then the expected
magnitude of the contribution of the tail of  to any bucket is O(au?).

REDUCESNR involves O(log log R) stages. In each stage, we hash to B bins and call LOCATES-
IGNAL to get a set L of candidate locations for heavy hitters. We then estimate x; for each i € L
as the median #; of O(1) random hashings to B bins. We then subtract off 7., where L’ contains
the largest k' coordinates of & and k' starts out ©(k) in the first stage and decreases exponentially.
So the recurrence in each stage is * — x — Tp/.

This process is somewhat complicated, so we start by analyzing a simpler process in each stage.
Let S denote the set of “well-hashed” coordinates i € [n], i.e. coordinates that are hashed to bins
with noise less than v/ 2|2;]%. In Section 5.6 we analyze the recurrence x — x — xg. Generally, we
expect larger elements to be more likely to be well-hashed, and so the number of them to decay
more quickly. We analyze the number my(t) of i with |z;| > p?y~¢ that remain at each stage t,
for each level . We show that these quantities obey a nice system of equations, causing the my(t)
to decay doubly exponentially for the first £ rounds. Then after ¢ = O(loglog R) rounds, an R~'°
fraction of the coordinates larger than p?v/R remain. This means that the recurrence x — = — g
would leave a remainder of norm O(ku?v/R) as desired.

In Section 5.7, we relate this to the true recurrence * — = — /. We study recurrences that are
admissible, meaning that they satisfy a similar system of equations to that in Section 5.6. Admissible
recurrences satisfy composition rules that let us find them sequentially, and using Section 5.6 we
can show the remainder after loglog R iterations of any admissible recurrence has small norm. In
a series of results, we show that + — z — Zg, * — « — x/, and finally x — x — &/ are admissible.
This then proves Lemma 5.7.11.
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5.5 Constant SNR

Our procedure for recovery at constant SNR is given by Algorithm 5.2.3. In this section we prove

Lemma 5.5.1. For z*, x € C" define x = 2*— x. Then RECOVERATCONSTANTSNR/(Z*, x, k, €, p)

returns X' such that
[l
ST

lz = x'[13 < Errg (@) + elll|3 +

with probability 1 — p, using O(iklog(n/kz) loglog(n/k)log(1/(ep))) measurements and (assuming

lIxllo < k) alogn factor more time.

In what follows we define
& = |lz)|3 + [l=*|5/(R*n').

and p? = ¢2/k. By definition of the algorithm, B = Rk/(eap) for some constants R, . We will
show that, if R is a sufficiently large constant, then with probability 1 — p,

lz = X'lI3 — Errg(z) < ae€®.

For sufficiently small « this gives the result.
A simple consequence of Lemma 5.3.3 is that for each i, and for random (o, a,b), we have

E (1G;Lyw ungy — @il’) < [2l3/B + le* I3/ (Rn'Y) < €/B = copp®/R. (5.4)

a,o,b

There are two sources of error in RECOVERATCONSTANTSNR, coming from location and esti-
mation respectively. The proof of Lemma 5.5.1 proceeds in two stages, bounding the error intro-
duced in both steps.

5.5.1 Energy lost from LocateSignal

Let S contain the largest k& coordinates of « and L be the list of locations output by LOCATESIGNAL.
In this section we bound the energy of the vector xg\ . Define

Atarge = i € 8+ [1il? > ac?/ R}
Asmall = {71 es: ‘x2’2 < OCEMQ/R}7

so that
||x'As”ma,ll||2 S aelu2k/R S aegg' (55)

For each i € [n] by (5.4) we have

E [|G;b)w_wiuh(i) — xi|%] < aepy®/R.

a,o,b

Consider ¢ € Ajgyge, and recall Definition 5.3.4 of being well-hashed. By Markov’s inequality applied
to (5.4) and R > ’y‘l/ 2 the probability that i € Ajarge is not well-hashed is bounded by

capp?/R _ eapy®
Y Rai? T fal?

(5.6)
Each well-hashed element is then located in LOCATESIGNAL with probability at least 1 — aep
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by our choice of parameters. Thus, for i € Ajq,ge one has

eapp?
|2; ]2

Prli ¢ L] < + O(aep).

It then follows that

Elllzs\zll* = 124, ] = Elllza,, 000 1]

2
eapp
< Y i+ acll} < aené? 5.7
iEAlarge !
< 2aep€?.
Combined with (5.5) one has
lzs\zll® S ce€? (5.8)

with probability at least 1 —p/2 by Markov’s inequality. It remains to consider the effect of pruning
in ESTIMATEVALUES.

5.5.2 Energy of x — \’

We now analyze the errors introduced in the estimation step. These errors come from two sources:
estimation noise and the pruning step in ESTIMATEVALUES. Let #() denote the estimate in each
hashing in ESTIMATEVALUES (defined to be zero outside L), and & denote the coordinate-wise
median over t of #®. By definition, x/ = & where L’ denotes the largest 3k elements of Z.
By (5.4), for each i € L and t € [T] during estimation we have

E[2{" — 2i?] S eapp®/ R < eapp?,
and so by properties of the median (Lemma 5.9.5),
E[|7; — 2.2 <AE[3" — 2, < capp® (5.9)
for all 7. Now, by Lemma 5.9.1,
lz = x'13 = |z — 2|3 < Brri(z) + 4] (z — #)sur[13- (5.10)

The first term appears in our output, so it is sufficient to upper bound the last term by O(ae&?)
with probability 1 —p. We write

Iz = D)sorlls < (@ = #)s\Ll3 + (@ = #)snryor 13- (5.11)

The first term is bounded by (5.8). It remains to bound this last bit, which is entirely the effect of
estimation error since (S N L) U L' C L. By the fact that |(SNL)U L'| < 4k, Lemma 5.9.4 with
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T = O(log(B/4k)), and (5.9),
Bl ~ ) snmul < | max e - 5403
< 4k - (B/4k)°? M) max E[ja; — 772
<k-1-eapy?
= eap€?.

Hence by Markov’s inequality, with probability at least 1 —p/2 one has [|(z — %) (snryur/ 12 < aeg?,
and putting this together with (5.10) and (5.11), we get

lz = X'lI3 < Erri(z) + O(ae)€?

< Err(z) + e€? (5-12)

with probability at least 1 — p, for sufficiently small constant a.

Proof of Lemma 5.5.1. The guarantee on the residual error is provided by (5.12), so it remains to
verify sampling complexity. The call to LOCATESIGNAL takes order

1
Blog(Rn/B)loglog Rloglog(n/B)log(1/(aep)) S —klog(n/k)loglog(n/k)log(1/(ep))
pe
samples by Lemma 5.10.2. The call to ESTIMATEVALUES takes order
1
log(B/4k)Blog R < —klog(1/(ep))
€p

samples, giving the desired total sample complexity. O

5.6 Reducing SNR: idealized analysis

5.6.1 Dynamics of the process with simplifying assumptions

The goal of this section and the next is to prove the following lemma:

Lemma 5.7.11. For z*,x € C" define x = z* — x and

213 |, lla" 13

2 _ o2
&° = Errj(x) + iz Rl

Suppose ||x|lo < k. Then REDUCESNR(Z*, x, k, R, p) returns X' such that
lz = XlI3 < VRE

with probability 1 —p, using O(I%klog(Rn/k)(log log(Rn/k))¢) measurements and a log(Rn) factor
more time.

In this section we give a description of iterative process in REDUCESNR under simplifying
assumptions, demonstrating the basic dynamics of the process. We will later give a general analysis.
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Define p? = ¢2/k, and from the glossary (Section 5.2.2) recall the definitions

1

f=—""—— = R7Y.
40 10g2 10g2 R’ 7

We define the following energy levels. For each j =1,...,1/5 — 1 let

Lj=[u? -y, Py~ U,

and let Lo := [0, %>y~ U+D] and Lys = (112710 00) = [u®R, o0).

Simplifying assumptions. Recall the notion of well-hashedness (Definition 5.3.4). The crucial
property of well-hashed elements is that if ¢ € [n] is well-hashed, then an invocation of LOCATES-
IGNAL locates it with probability at least 1 — 1/ poly(R). This property is proved in Lemma 5.10.2.
In this section we make the following simplifying assumption: we assume that each well-hashed
element i € [n] is estimated with zero error and removed from the signal. The elements that are not
well-hashed, on the other hand, we assume simply remain in the system untouched. Let H denote
the set of well-hashed elements (which is close to the list of locations output by LOCATESIGNAL).
In this section, therefore, we analyze the recursion x — = — x .

For each x; € Lj and each ¢ > 1 let 1;; denote the indicator variable equal to 1 if x; survived
up to the t-th round of the process and 0 otherwise. For each j € [1:1/0] and ¢ > 1 let

1
§'2d i€lk]:(z:)2€L

Recall that by Definition 5.3.4 an element i € [n] is well-hashed for a particular choice of ,b € [n],o
odd, and filter G if over uniformly random a € [n],

E(|G, (yw ™" una) — @i’ < 72|l

Lemma 5.6.1. Let 0,b € [n] be chosen uniformly at random, o odd. Let i € [n] denote an index
such that |z;|* € L;. Then the probability that i is not well-hashed at time t is at most of order

a (Y4 YT T mu ) |+ amya(t),
J'<j—1

where the number of buckets B satisfies B > k/«.

Proof. Let (" denote all elements of z in levels L;_1 and above. Denote the set of such elements
by St. Let z(!) denote all elements of z in Lj,j' < j—1. Since |z;|* € L;, we have |z;|* > v/ u2.

Define C to be the indices that “collide with” 7 as in Lemma 5.3.3. We have that
PriCN ST # {}] SIST|/B = am;j_i(t).

Condition on the event that C' N ST = {}; since this happens with more than 1/2 probability, the
conditioning only loses a constant factor in expectations and we may neglect this influence. We
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have by Lemma 5.3.3 that

E (|GG @™ ungy — 2il"] S 2[5/ (R*B) + E[|loc|3] +

oba O (@)

Tmlle*H%- (5.13)

(5.14)

Recall that by the definition of u? = ¢2/k,

1

]' * *
I3/ (R2B) + 10”1 < 10l3/(RB) + Sl < api

Furthermore, recall that by Lemma 5.3.3, (1) any given element belongs to C' with probability
O(1/B). Since the energy of an element in Lj is bounded above by A~ +1) 12 by definition of Lj,
we get that

E(|ecl31C NSt =] <ap® D 470 my(e).
o,b L
J'<j—1
Putting these two estimates together, we get that the rhs of (5.13) is bounded by

ap® +ap® > U m (),
J1<j—1

Therefore, conditioned on C N ST = {}, we have

Pr[i not well-hashed] = Pg[EHG;b)w_“”uh(i) — ;Y] > MY
o,0 a v
Ea,b,aHG;%i)w_amuh(i) — ;]
- 71/2!33i\2
<1
~ 71/2—]#2

ap? | 14 p? Z AU +1)mj/(t)
j'<i—1

S B L N e A ()
§'<ji—1

Adding the am;_1(1) chance that C NST # {} in a union bound gives the result. O

Let S; denote the state of the system at time ¢. By Lemma 5.6.1 at each time step ¢ we have

Elmi(t + 1)[S¢] < ama(t) - (mo(t))
Elma(t +1)[Si] < amaf(t) - (v"/*mo(t) + ma(t) + R>°)
E[ms(t+1)|S] < ams(t) - (v*/*mo(t) + v"/2ma (t) + ma(t) + R (5.15)

Efm;(t + 1)|S)] < am;(t) - (7 2mo(t) + ... +7"2m;a(t) +m1(t) + B,

Note that Lemma 5.6.1 in fact yields the bound without the additive term of R~2°. We analyze
the weaker recurrence (5.15) in what follows, since the additional term of R~2° will be useful later
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in section 5.7 for handling location errors. Lemma 5.6.1 does not provide any guarantees on the
evolution of mg(t). It will be convenient to assume that mg(t) is chosen arbitrarily from the range
[0, C] for a constant C' > 0 and all # > 1. Note that the contribution of ;% to the rhs in Lemma 5.6.1
disappeared since it is dominated by the contribution of mq(t).

In what follows we first analyze a related deterministic process, and then show that the ran-
domized process closely follows its deterministic version with high probability.

5.6.2 Deterministic process

Let m;(1) € [0,C] for a constant C > 0, and let md®(¢) € [0,C] be chosen arbitrarily for every t¢.
Further, let for each ¢t > 1 and j € [1:1/]

det(t + 1) = amilet(t) ( det( ))
mget(t + 1) = Ozmget(t) . (71/2 det(t) + mdet( ) + R_QO)
mget(t + 1) = Oémget(t) . (73/2 det(t) + 1/2 det( ) + mdet( ) + R_QQ) (516)

(1) = amie(t) - (9P (E) o) md (1) + R)
We now analyze the evolution of solutions to (5.16):

Lemma 5.6.2. For each j=1,...,1/§ and t < j one has either m;let(t) <272 or m?itl(t —-1) =
O( 1/2)

The same conclusion holds if the equations for mdet(t) are modified to include a R=2° additive
term to obtain

(b 4+ 1) = am () - (7 mge (0) 4 AP (1) + i (1) + B,
forj=1,...,1/4.
Proof. Induction on j and t.
Base: j =1, t =1 Trivial by appropriate choice of a.

Inductive step:(j,t) Suppose that mdet( ) <2° 2" for all 5/ < j and ¢’ < j'. Then we have

det( t+ 1) < amdet(t) . (,yj—1/2mget( )+ 4y / det ( )+mdet ( ))
< am?et(t) . (0(71/2) +mdet (t) + R 20)
aml(t) - (O(12) + mi (1),

IN

where we used the fact that R=20 = O(y1/2).

Thus, if ¢ is the first index such that mJ', (t) = O(y 1/2) we are done since m4<, (t) is non-

increasing in t; Otherwise by the inductive hypothesis mdet( ) <27 2 5o

mdet(t+ 1) < Ozm?et(t) . (,Yj—l/deet( )+ 4y / det ( )+mdet ( ))

< am(t) - (0(3"/2) +m{ (1))

<
d —2¢ —2t+1
<m§t)- 277 <2
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as long as « is smaller than an appropriate constant.

Thus, we obtain

Lemma 5.6.3. One has for all j > 1/(49) and any t > cloglog R

d —10
mi(t) < R,

where ¢ > 0 is a sufficiently large constant.

Proof. We use Lemma 5.6.2. First note that for ¢ > 1/(46) > 10log,logy R one has 272" <
g—210lsalosa - g—logy)’ R R—10, Thus, if the first case in Lemma 5.6.2 holds for m;(t), j =t =
(1/(26)), we are done. Otherwise if the second case holds, we have

e+ 1) < amle(t) - (337 2mE(8) 4 o P (1) 4 i (1)

am§e (1) - (O(y'2) + m§, (1) = am{* (1) - (O(y"/2) + m, (1),

IN

and then m$¢ (t+t') = FOW) = RO /logslogs R) and hence mde (t+t') < R for t’ = O(log, log, R).
O

We have proved

Lemma 5.6.4. Lety = R for some parameters R > 1 and § = ©(1/loglog R). Let my(t) € [0, C]
be defined for some constant C, integer ¢ € [0,1/0 — 1], and integer t > 0. Suppose it satisfies

¢

myy1(t+ 1) < amypyq(t) (mg(t) + Z'yi_l/2mg_i(t) + R_20> for £ > 0.
i=1

for some sufficiently small constant «. Then there exists a universal constant ¢ such that for all
t > cloglog R and ¢ > 1/(46),

me(t) < R710,
5.6.3 Bound in expectation

In this section we show similar convergence if the decay is only in expectation, and using a contin-
uous version of the recurrence.
For all n > 0, define the function f, : C"* — [0, 00) by

1 . ;
Fal@) = 714 < 2 >
to be roughly the “fraction” of heavy hitters that remain above 7.

Lemma 5.6.5. Let k, R, u? be arbitrary with 6 = O(loglog R) and y = RS. Consider a recursion
x — x' of vectors x € C" that is repeated N = O(loglog R) times as 20 — z' — --- — 2V, and for
all £ > 0 and all inputs x satisfies

2
Elfy(')] S afy(z) (R—20 sy L 0”" ft(:c)dt> (5.17)

90



for some sufficiently small parameter .. Suppose that ||2°||3 < Rkp? and we know for alli € [0, N|
that fo(z*) < 1. Then
1zV3 < v Rkp?

with probability 1 — O(aN?). Furthermore, with the same probability we also have for all i < N
that

2113 < Rkp?
fo2 (@) S 1747,

Proof. For simplicity of notation, we will prove the result about V! rather than 2%; adjusting
N gives the lemma statement.

The only properties of f that we use are (5.17), fy(x) > fp(z) for a < b, and that
9 [e.e]
Jolly = [ fy(a)an

The desired claims are made more difficult by increasing the f,(z). Since we know that f,(z) <
fo(z) < C for some constant C', we may set

fn(x)=C forn< 12 )y

for all z without loss of generality.
Then the 2 term in (5.17) may be absorbed by the integral, giving for each # — 2’ that:

for any 1 > 42/, Ewafnsaﬁmw<R*0+;néwﬁuwﬁ) (5.18)
S afy(x) (5.19)

where the last step uses that f;(z) < C < 1.

For ¢ > 1 we have ' ' '
E[fy2/(2")] < (O(@)) fi2/,(2°) S /4"

for sufficiently small «, so by Markov’s inequality and a union bound, with 1 — O(aNV) probability
we have f,2,(z') < 1/4° for all i < N + 1. This gives the last claim in the lemma statement.

Part 1:. We know prove that ||2%||2 < Rkpu? for all i. We have that
1 oo o0
= [T aean s e [ g
0 w2/
and by (5.19),

L, i = [l
<o syl

w2/

< alelB/k.
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Hence with probability 1 — O(aN?), in all N stages this is at most ||z||3/(Nk) and we have

1
213 S 2/ + lll3/ (N E).
Hence for all i < N,

213 < Kkp? /vy + [12°)13 < Rkws®. (5.20)

Part 2:. We now prove that
frise(@™) S R (5.21)

with the desired probability.
Define the functions my : C* — [0, C] for integer ¢ by

mo(z) = fo(x)

my(z) = f,-20,2(x)  for £>0
We will show that they satisfy the recurrence in Lemma 5.6.4 with 72 replacing . By (5.18), for
¢ > 1 we have

o— 1-2¢,,2
Bl ()] S o) (R?" T ft(x)dt>

and we know that

1—-2¢,,2 2.1-2¢
w2y

/—2 2. —2i—2
/7 ' ft(x)dt§CM2/,Y2+Z/M7 | ft(;p)dt+/ fi(@)dt
0 7 Ju2y2i

“2,\/2724

-2
SO+ Py P ma(m) + iy my ()
=1
-2 ‘
= Py gy () + )y ()
=0
SO

—2
Efme(z)] S ame(@) (R + me_1(z) + Y 7> Pmy(x))
i=0
¢
= amg() (R +my 1 (z) + Y (4*) " Pmei(x))
i=2

for £ > 1. But for the expectation, this is precisely the recurrence of Lemma 5.6.4 after substituting
7?2 for 7. Since Lemma 5.6.4 only considers N/§ < N? different £ and z*, by Markov’s inequality the
recurrence will hold in all instances for a sufficiently small constant o/ with probability 1 —O(aN?).
Assume this happens. Since Lemma 5.6.4 is applied with v — 42, § — 6/2, this implies

myss(z’) S R
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This gives (5.21), because
Fruae (@) = flaa/0,0@™) = mygs(@™) S R

Part 3:. We now prove that ||zV*1||2 < v/Rkp? with 1 — O(a) probability conditioned on the
above.
We have

1 o oo
H g = [ e i s e [ g

N+1
" )d
1742

Ui

Define V' to be the latter term. We have by (5.18) and (5.21) that

EVi= [ Elfy )
R1/4y2

o0 _ 1 yn
< / afy @) R+ L / Fol@™)de)dn
RY/4p2 1 Jo

00 RYA4y2 n
_ / afy@ )R+ /0 fula )t + / fula )dt))dn

R1/4.“2 yn R1/4u2

oo B 1 _
< / afy (@) (B2 + LRV £ R0y
RY/4y2 yn

0 RU/A4,2
SaR Nkt [ ag, @)y
R/4y2 n
In the latter term, for fixed [;° f,(z"V)dn = ||z ||3/k this is maximized when the mass of f;, is

pushed towards smaller 7. Hence

00 1/4,2 RY42 4|2V 3 /k 1/4,,2
/ afya™) 2 “dnS/ Tano Iy

R/4y2 K yn R/4y2 yn
- 2N 3/ %
= COéRl/4/L2")/ 1 lOg(l + RT‘*QM?)

< CaR1/4+5u2 log R
< avVRu?

by (5.20). But then E[V] < av/Ru?, so with 1 — O(a) probability V' < v/ Ru? and
12N S VREp®

as desired. O

5.7 Reducing SNR: general analysis

Recall our goal:
Lemma 5.7.11. For z*,x € C" define x = x* — x and

lzll3 , Jlall3

2 _ o2
&° = Errj(x) + 7 Rnlo-
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Suppose ||x|lo < k. Then REDUCESNR(Z*, x, k, R, p) returns X' such that
lz = XlI3 < VRE

with probability 1 —p, using O(z%klog(Rn/k‘)(log log(Rn/k))¢) measurements and a log(Rn) factor
more time.

We will show that each inner loop of REDUCESNR satisfies some nice properties (similar to
those of Lemma 5.6.4) that cause the residual to reduce from signal-to-noise ratio R to VR. As in
REDUCESNR and 5.2.2, we define

e B = k/a to be the size of each hash table, where a« = O(1/loglog®n)

e T'=0(1) to be the number of hashings done in each ESTIMATEVALUES
€2 = B (a* — x) + L8 o a3/ (Ren0).

p? =& /k > 1 (Errg(z* — x) + ||z* — x||3/R) to be the “noise level.”

d =1/(40log, log, R).

v = R7% to be the “contrast” our LOCATESIGNAL requires.

In round ¢ of the inner loop, we define the following variables:

e x¥) € C": the estimate of z* recovered so far.

o z=z*— x® € C": The vector we want to recover.

o k' =k; = O(k4™"): The number of coordinates to update this round.

e L C [n]: Indices located by LOCATESIGNAL (with |L| < B)

e i) € C™ for t € T: The estimations of z in each inner loop of ESTIMATEVALUES.

e 7 € C": T; = median, jgt) is the estimation of z that would result from ESTIMATEVALUES
(although the algorithm only computes Zp,).

e S C L contains the largest k'/4 coordinates of x7,.

e I/ C L: The indices of the largest k' coordinates of Ty,

In the algorithm REDUCESNR, the inner loop replaces x with x — Zy/. This is then repeated
N = O(loglog R) times. We say that this is a “recurrence” z — z — Z/, and will prove that the
final result ¥ has ||zV|]3 < VRE2.

We will split our analysis of REDUCESNR into stages, where the earlier stages analyze the
algorithm with the inner loop giving a simpler recurrence. In subsequent sections, we will consider
the following different recurrences:

l. x - x—2xg
2. r—>xr—2g
3. x —x—xp
4. x —x — T

and show that each would reduce the noise level after O(loglog R) repetitions.
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I Z2 Zz3 T4 Zs L6 Ty s Zg Z10

V1 V3 v3 Vg %) Vg U7 vg Vg V10

Figure 5-1: A representation of a splitting of z. In each column, |z;|* < |23 + v2.

5.7.1 Splittings and admissibility

We introduce the notion of splittings. These allow us to show that the error introduced by the
estimation phase is of the same order as the error from coordinates that are not well hashed. Since
that level of error is tolerable according to Section 5.6, we get that the total error is also tolerable.

Definition 5.7.1. For z € C", (2,v) is a splitting of = if, for all i € [n], 2" is a vector and v; € R
with

12113 + 17 > Jail*.

Analogously to the previous section, we can measure the number of elements of z above any
value n > 0:

x| =

fa(2) = 2, 5) « |25 > n}|
We will want to deal with “nice” splittings that satisfy additional properties, as described below.

Definition 5.7.2. We say (z,v) is a concise splitting of x if (z,v) is a splitting of © and also

||ZZ||% + 1/1-2 = |£U1,\2 for all
foz) 1
I3 < kp?
fuz(2) < K/ (4K)
Y oI5 £ RPkus?

For various recurrences z — z’ and any concise splitting (z,v) of z, we would like to find
methods of assigning splittings (2’, ') to 2’ that satisfy some nice properties. In particular, we will
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want decay as in Lemma 5.6.5:

2 N
Bl S afy(e) (24 4 [T pagar) (D)

and we will want relatively slow growth in the size of the splitting;:

maX( ZII )'llo) = ZIIZ’||0> ] S Vak'k

(&)
E[max < Z ZV ) ] < Vak'ku?
7
For some recurrences, we will get the stronger condition:
ZH )'llo] < Vak'k
(G)

E[Z(u» | S Vaklky®.

i
Definition 5.7.3. A recurrence x — ' is

e admissible if for any concise splitting (z,v) of x, we can assign splittings (2',v') to a’ that
satisfy (D) and (G).

e fully admissible if (2, 1) can also satisfy (G’).

Note that we require the input (z,7) to be a concise splitting, but the result (z/,2’) may not be
concise.
Analyzing repeated applications of (D) gives the following lemma:

Lemma 5.7.4. Suppose x — o' is admissible. Then consider r = loglog R repetitions of the
recurrence, i.e. 20 — ' — .- — 2", where the jth round is run with k' = kj = =k/47 and 2° has a
concise splitting and ||z°]|3 < Rk,u Then for any parameter p, as long as o = ©(p?/(loglog R)?)
1s sufficiently small, we get

2" (13 < VREp?

with 1 — p probability.
Proof. Because x — 2’ is admissible, there is a corresponding recurrence
(z,v) = (¢, V)

of splittings of « and ' that satisfies (D) and (G) whenever (z,v) is concise. For this analysis, we
will suppose that it satisfies (D) and (G) unconditionally, and bound the probability that (z,v) is
ever not concise.

The conditions (D) and (G) are only made more true by decreasing 2’ and v/ in absolute value,
so we may also assume the (2/,7/) resulting from the recurrence satisfies the first requirement of
concise splittings,

113 + () = |l

96



At each stage, with probability 1 — O(y/a)) we have by Markov’s inequality and a union bound
that

maX( ZH )'llo) = ZHZZHO ) < VKk
max <0, Z(V{)2 - ZVZ2> < Vk'kp?

Hence with 1 — O((loglog R)y/a) > 1 — p/2 probability, equation set (5.22) holds for all r stages.
Assume this happens.

Then at any stage j, the resulting (2/,7/) has fo(z') = £ 3;[1(z')[lo < %(HZ@ Vkik) < 3 and
V)13 < kp? + doi<; Vkikp? < 3ku?. Therefore the second and third requirements for conciseness
are satisfied in every stage.

Now, we apply Lemma 5.6.5 to observe that with 1 — O(aN?) > 1 — p/2 probability, the
remaining two requirements for conciseness are satisfied in all stages and the final splitting (z, )

of 2" satisfies ‘
D N2 < VREp®.
i

Therefore with probability 1 — p, our supposition of conciseness is correct in all stages and the final
x" satisfies

(5.22)

"3 < ZHZ’HQ +v} S (VR+3)kp* S VREp

which is our result. O

Given that admissibility is a sufficient condition, we construct tools to prove that recurrences
are admissible.

Lemma 5.7.5. If ¢ — &' is admissible, x — x¥ is fully admissible, and a:;u 4 s identically
pp(z#)

zero then x — ' + ¥ is admissible.
Proof. For any splitting (z,v) of z, we have splittings (2, 2') and (2%, v#) of 2’ and 27. We would
like to combine them for a splitting of 2’ 4+ z7#.

Let A = supp(x#). For i ¢ A, we use ((z')!,v). For i € A, we use ((27)", I/Z#) This is a valid
splitting of 2’ + 2.

By linearity it satisfies (D) and (G) with a minor loss in the constants. O

Lemma 5.7.6. If v — 2/ and x — x™ are both fully admissible, then x — x'+x7 is fully admissible.

Proof. For any splitting (z,v) of z, we have splittings (2, 7/) and (2%, v#) of 2’ and 27. We would
like to combine them for a splitting of 2’ 4+ z#.

For each coordinate i, let u = (2/)! and v = (2#)’, and a = |z} + 2] #|. We will find a vector w
and scalar g such that

w3 + g* > a®
lwllo < llullo + lvllo
g S W)+ ()
i | wi >} S i | ws >} + i | v > n}l.
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for all thresholds n. This will only lose a constant factor in (G’) and (D). In particular, we set w
to be the concatenation of two copies of u and two copies of v, and g% = 2(1/})? + 2(yi# )2. Then

w3 + ¢* = 2(lull + @)?) +2(I0l5 + (F)?) = 2lai* + 2027 = o?,

so (w, g) is a valid splitting for each coordinate, giving us that 2/ + 2% is fully admissible. O

5.7.2 Recurrence r — r — Zg

Lemma 5.7.7. Let S contain the largest k' /4 coordinates of L. Then x — x — xg is admissible.

Proof. Consider any concise splitting (z,v) of z. Let §' = {i € L : ||2¥]|%, > pu?~y~1}.

We have [S'| < kf,2/,(2) < k'/4 because (z,v) is concise. Since 2 — xg can be permuted to be
coordinate-wise dominated by x — xg, it suffices to split z — zg.

For i € S, we set (2')' = {} and v/ = 0; for i ¢ S', we set ((2)',v]) = (2%, 1;). We must only
show (D) holds, because (G) is trivial (the growth is zero). That is, we must show that if |Z§-|2 >
then

2 n
Prli ¢ S’ < a <320 YN ft(a:)dt> =: M. (5.23)
oM Jo

Let M denote the right hand side of (5.23). For such an i, |z;|? > |Z§-|2 > 2y~ and
Pr[i ¢ S'] = Pr[i ¢ L] < Prli not well-hashed] + Pr[i ¢ L|i well-hashed]

Define H = {i : ||2*||%, > vn}. Then from Lemma 5.3.3 we get a subset C' C [n] and variable w so
that ¢ is well-hashed if
w? + [lzcl3 < eyl

for some constant ¢, which is implied by w? + ||z¢||3 < 7. We have that
PriHNC # {}] S [H|/B < kfyn(2)/B = afy(2)

and that

Blu? + ooyl < 2 4 1205 o1/

\ ~ R2B Rnll H

S ap? + ||lzgll3/B
by the definition of ;2. We know that
2 02 R
legli< Y P =k [ (i) - Feat
N 0

(i,5):125 12 <

Therefore by Markov’s inequality,
Pr[i not well-hashed] < Pr[C N H # {}] + Pr[w® + |zc\m |15 = 1]
1 ™
Safu(e)+ e +a [ () = fle)d)

yn
- 7177(04;;2 +a/0 fi(z)dt) < M.
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Next, by Lemma 5.10.2, since we call LOCATESIGNAL with failure probability aR~2°, we have
Prfi ¢ L|i well-hashed] < aR™2 < M.
giving Pr[i ¢ S'] < M for each i, as desired. O

5.7.3 Recurrence x — xr — Ig

Lemma 5.7.8. Let L be independent of the estimation phase with |L| < B, and A C L be possibly
dependent on the estimation phase with |A| Sk'. Then © — x4 — T4 is fully admissible.

Proof. Let (z,v) be a concise splitting of x. For i € L, we have
i

|7 — ] = |mectlian 7 zi)? < 2mectlian |5:Z(.t) — z;|? (5.24)

because we take the median in real and imaginary components separately. We have by 7O =

G;%i)w_a”uh(i) and Lemma 5.3.3 that
Efa” — ail’) S wf + llzy I
for some C' with Pr[j € C] < 1/B for all j, and some w with

2
T
Blu?) < 2 /(R S (5.25)

where the last step uses that ||z||3 < R?ku? because a concise splitting (z,v) of = exists. Then

~(t ;
E[l#" — o] Swi+ D715+,

ject
Define
W) =wi+ > _ 113+
JjeCt
t._ 9 ~() 1270, 8\2
o= 2080 — @i/ (yi)]
SO

Eln] <1 (5.26)

even after conditioning on the hash function (o, b).
For any t € [T] and i € L, let U} be the concatenation of 7! copies of 27 for each j € C? and
I/Z-(t) = /TH((wh)? + > ject v$). Then we have that

(UO3 + @) 2 rhwh)? 2 202 — aif?
and so by (5.24), for at least 1+ |T'/2] different ¢ € [T] we have

& — @il < IO + ()2 (5.27)
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or each 7 € our (3, 7;) will equa A ) or a t* satisfying (5.27) as well as
F hi€ A, our (3, #) will equal (U5 7)) f fying (5.27) I
1200 < quant/S||U"]|
t
120 < quant/SJU]q (5.28)

~ t
7 < qua?tl/G(Vf )2

where quant'/6 is the “quantile” defined in Section 5.9.1. This is always possible, because the
number of ¢ excluded by these additional conditions is at most 3|7/6| < |T'/2]. Choosing such a
t* for each i gives us a splitting (Z,7) of x4 — T 4.

To show (D), for any i € L and threshold 7 define

m = {(6,5) : || > n}|
= {(6,5) : |2 > n}|
mi=|{j: U >}

We bound E[m?.] using Lemma 5.9.3. Since Pr[j € C!] < 1/B and E[r}] < 1 after conditioning on
(0,b) and so fixing CY, for fixed ¢ and ¢ we have

E[my]

E[({(£, ) : 17| = n,£ € CY7i]
=E[({(¢,5) : |2j| = n,€ € CHH)E[r, | (0,b)]
SE[{(6:4) : |21 = n, ¢ € CHY]

> Prftec
(£:3):1251=n

> 1/B
(£:3):1251=n

=m/B

N

We also have mi. = 0 if quant'/®

1 € L, by Lemma 5.9.3

smi =0 and mi. < Y, mi always; hence for each fixed index

E[mj.] < (m/B)™/S.
But then for T' > 12 we have

=E[) mi.] < Z [mt.] < B(m/B)* = m?/B

€A €L
Elm/k] S a(m/k)?

which says that .
Ef,(+)] S alfy(2))? < ou%(,j?7 fu(z)dt)

0
for each 7, implying (D).

We now show (G’). For any nonnegative random variable X;, (which will be either ||U®|,
()2

or (v

)2) and Y; < quant*/6, X;, (which will be ||Z||g or #2), for sufficiently large constant T we
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have by Lemma 5.9.4 with § = 1/2 that

[ max Y] <vk’BmaxIE[ Xi4]
A =

Plugging in that, for each fixed i, by (5.26) and conciseness we have

[HU Z 127 o7} | < E Z\\Z]HomaxE[T | (0,0)]| < E > llZNo| Sk/B=a
ject jeCt jeCt
gives
E[ ma 5 | S VK Ba = Vak'k,
s 1 < v

which is the first part of (G’). Similarly, plugging in

E(")?] S (E[wf) + |v13/B) maxE[r!|(,b)] S o

o,b
gives
EHE’]&)}# 7] S VE'Bap® = Vak'kp?,
~ e

which is the second part.
Therefore (Z,7) is a splitting of x4 — Z4 that satisfies (D) and (G’), so  — x4 — T4 is fully
admissible. O

5.7.4 Recurrence r — x — T/
The following lemma has a similar proof structure to Lemma 5.9.1.

Lemma 5.7.9. The recurrence x — x — xs is admissible.

Proof. Recall the set S from Lemma 5.7.7, which has |S| = k'/4 < |L'|/4 and for which z — xg
is admissible. Let A = L'\ S and B = S\ L. We have |A| > 4|B|. Furthermore min;c4 |Z;| >
max;ep |Z;| because ESTIMATEVALUES chose A over B.

By Lemma 5.7.7, * — = — x5 is admissible. Let y = (x — Z)4 4+ 2(Z — x)p. Using Lemma 5.7.8,
x — y is admissible. Hence for every splitting (z, ) of 2 there are splittings (2%, %) of x — xg that
satisfies (D) and (G) and (248, 04B) of y that satisfies (D) and (G’).

For i ¢ AU B, we set ((2')',v]) = ((z°)",v7). For i € A, we set ((z')',v}) = ({},0). Finally,
we want to fill ((2/)%,v}) for i € B. To do this, pair up each i € B with a disjoint set P, of four
elements in A. We know that

2|%;| < ||Zp 3
2z; + yil < llzp, +ypll2
2lzi| <yl + l|zpll2 + [lyp[l2
Alai* < 3(lyil* + lzpll5 + lye113)

il < [yil® + lzp |5 + lypl3 (5.29)

Set (2')" to the concatenation of (24P)" and, for all j € P;, (2%)7 and (24B)7. Similarly, set
(V)2 = (vAB)2 + Zjepi(’/}q)z + (VJAB)Q. By (5.29), this makes (2, 1) be a valid splitting of x — x .

(2
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Then each element of 2%, 248, 1% and v4P appears exactly once in (2/,2); hence (2/,1') satis-

fies (D) and (G) so © — x — x1/ is admissible. O

Lemma 5.7.10. The recurrence x — x — T/ is admissible.

Proof. We have

T— T = (l‘ — CCL/) + (xL/ — iL/).
The first term is admissible by Lemma 5.7.9 and zero over L’. The second is fully admissible by
Lemma 5.7.8, with support inside L'. Hence x — x — &/ is admissible by Lemma 5.7.5. O

Lemma 5.7.11. For z*,x € C" define x = * — x and

13 n [l
R R*nIO'

€ = Enf(r) +
Suppose ||x|lo < k. Then REDUCESNR(Z*, x, k, R, p) returns X' such that
lz = XlI3 < VRE

with probability 1 —p, using O(z%klog(Rn/k‘)(log log(Rn/k))¢) measurements and a log(Rn) factor
more time.

Proof. The following is a concise splitting (z,v) of z = x* — x(9): place the largest k coordinates of
z into z, and the rest into v. By Lemma 5.7.10, z* — y( — 2* — x(*1 is admissible. Therefore,

by Lemma 5.7.4, xV satisfies
lz* = x5 < VRE.

as desired for correctness.

In each of O(loglog R) rounds we call LOCATESIGNAL and ESTIMATEVALUES with B = k/a =
O(k(loglog R)?/p?) and failure probability R=2°. The sampling complexity of each LOCATESIGNAL
is

1
O(Blog(Rn/B)loglog Rloglog(n/B) max(1,logr(1/p))) < Fk:10g(Rn/B)(loglog(Rn/B))4
by Lemma 5.10.2. The complexity of ESTIMATEVALUES is bounded by O(Blog R) = O(klog R)

since we perform O(1) bucketings using a filter with contrast R. The overall sampling complexity
over O(loglog R) rounds is hence bounded by

0 <ple:10g(Rn/B)(log log(Rn/B))C>

for a constant ¢ > 0. O

5.8 Final Result
Repeating Lemma 5.7.11 loglog R times and applying Lemma 5.5.1 gives the result:

Theorem 5.8.1. Let v € C" satisfy ||z||3 < RErri(x). Then SPARSEFFT(Z,k, R,p) returns a X'
such that
lz = X'lI3 < (1 + €) Errg(2) + [|2|3/(R*n')
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with probability 1 — p and using O(p%ek:log(Rn/k‘)(log log(Rn/k))log(1/€)) measurements and a
log(Rn) factor more time.

Proof. During this proof, we define z* := x.

The algorithm performs r = O(loglog R) rounds of REDUCESNR. We may assume that all
the calls succeed, as happens with 1 — p/2 probability. We will show that at each stage i of the
algorithm,

lz* = x @3 < Rig?

for ¢€2 = Erry (z*) + ||2*(|3/(R*n'?). This is true by assumption at i = 0, and by Lemma 5.7.11, in
each iteration REDUCESNR causes

2 — X = ¥'|I3 < ev/Ri(Err3y(z* — xP) + €2)
< c\/Ri(Erri(x*) + 52)
< 2cy/R;&?

for some constant ¢. By Lemma 5.9.1,

|l — Sparsify(x*) + ', 2k)[I3 < Errf(2*) + 4fla* — xO — x|}
< (14 8cy/ Ri)fQ

< Ri&?

for sufficient constant in the recurrence for R. This proves the induction.
For some r = O(loglog R), we have R, = O(1) and so

lz* = x5 S €%
Then Lemma 5.5.1 shows that the x’ given by RECOVERATCONSTANTSNR satisfies

o =X = ¥'[3 < Exrdy (@ — ) + elle — xOI3 + 2 3/n"®
< Er}(a") + O(c?)
< (14 0(e) Ext (") + [la” [3/n°

which is the desired bound after rescaling e. O

5.9 Utility Lemmas

This section proves a few standalone technical lemmas.

Lemma 5.9.1. Let x,z2 € C" and k < n. Let S contain the largest k terms of x and T’ contain the
largest 2k terms of z. Then

lz — 273 < llz — 2513 + 4|z — 2)surll3.

Proof. Note that each term in S UT and T appears exactly once on each side. Hence it suffices to
show that

lzs\7l13 < lemsll3 + 4ll(z — 2)s\rl3 + 30 (@ — 2)7ll3.
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Consider any i € S\ T and j € T'\ S. Then |zj| > |z]| by the choice of T, so by the triangle
inequality

|zi] < |zi — 2] + |24
<lz; — zi| + |7

<|wi — zi| + |l’j — Zj| + |l’j|
and so by Cauchy-Schwarz inequality
|2i|? < 2|25 + 4|2 — 2| + 4z — 2% (5.30)

Since |T'| = 2|S|, we can match up each element i € S\ T with a distinct pair P; of two elements
of T\ S. Summing up (5.30) for j € P; and dividing by two,

|23 < |lep |13 + 4fas — zf* + 2/(z — 2)p, 3.
Summing up over i € S\ T, we have

lzs\rll3 < llomsll3 + 4ll(z — 2)s\rll3 + 20l (2 = 2)n sl

which gives the desired result. O

5.9.1 Lemmas on quantiles

This section proves some elementary lemmas on quantiles of random variables, which are a gener-
alization of the median.

Definition 5.9.2. For f >0, we define the 1 — f quantile quant! of any list x1,..., 2, € R to be
the [(1 — f)n|th smallest element in the list.

Then median = quant*/2 for lists of odd length.

Lemma 5.9.3. Let f > 0 and T be constants. Let X1,..., Xy be independent nonnegative integer
random variables with E[X;] < e <1 for all i. LetY satisfy

i fx —
v < 0 if quagt X; =0
| D X; otherwise

Then E[Y] < €T,

Proof. For each i, we have Pr[X; = 0] > 1 — €. Let B; be a {0,1}-valued random variable with
Pr[B; = 1] = € and jointly distributed with X; such that X; = 0 whenever B; = 0. Then let X/ be
a random variable distributed according to (X; | B; = 1) independent of B;, so that X; = B; X].
Then E[X]] = E[X;]/E[B;] < 1, and we have

v < 0 if quant/ B; =0
— | Y. X] otherwise.
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Therefore
E[Y] < E[) | X{] Prlquant/ B; # 0]

<TPr) B >1+|fT]]

T FT — T
<1y Ly )75

O]

Lemma 5.9.4. Let f,§ > 0 be constants and T be a sufficiently large constant (depending on f
and §). Let X' ..., XT € R" be independent random variables with nonnegative coordinates and
E[X!] < p independent of i and t. Then for any k < n,

E[max Z quant’ X!] < ku(n/k)°
Al=kica

Proof. Let Y; = quant/, X!. We have for any threshold n that
PelYi = o] = Pr({t: X! = n}| > 1+ /7]
T
< fr
<\ {0
S (/)™
Therefore E[|{i : Y; > n}|] < n(u/n)fT. But then

E[max Y] = ]E/ min(k, [{i : Y; > n}|)dn
|Al=k 0

i€A
< [ minh o/
= kp(n/k)YIT /000 min(1,u /7)) du
= kp(n/k)YIT (1 + le_ 1) .
IfT>1/(0f) and T > 2/ f this gives the result. O
Lemma 5.9.5. For any x1,...,x, € C with n odd we have

E[| mectlian:z:t|2] < 4m£cLXE[|xt|2]
where the median is taken separately in the real and imaginary axes.
Proof. We will show that if x; € R then

E[(me(tiianxt)Q] < QIH?XE[I‘?].

applying this separately to the real and imaginary axes gives the result.
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Let S be jointly distributed with x as a set of (n + 1)/2 coordinates i with 7 > median; z7.

This must exist by choosing coordinates less than or greater than x;. Then

ies " T n+1 i€[n]

2
E[(mectlian 24)?] < meanz? < Zm? < 2meanz? < 2maxz?
i

5.10 Il-sparse recovery

i
2

1: procedure LOCATESIGNAL(Z, x, B,0,b, R,p)

2 n < DIM(Z).

3. v R1/40log, logy R

4: ¢ < O(loglog(n/B)log(1/p)).

5: T < LOCATE1SPARSESAMPLES(n, v, c,n/B).

6 ufB} < HasuTOBINS(Z, x, Py qp, B, R) for a € T

Vi = for a € T and j € [B].

8: L+ {}

9: for j € [B] do

10: L+ LU {a‘l(LOCATElsPARSE(vAj, T,~,jn/B,n/B))}
11: end for

12: return L

13: end procedure
14: procedure LOCATE1SPARSESAMPLES(n, 7, ¢, w)

15§10
16: tmaz < O(logy 5 w).
17: git € [n] uniformly for i € [c],t € [tmaq)-

18: fr € [6171/8,517t/4] an arbitrary integer, for all t € [tz

19: return T' = Uiy, 1icld 19it> 9it + fi} for all i t.

20: end procedure

21: procedure LOCATE1SPARSE(vr, T, v, [, w)

22: /10

23: wy defined to be wdt~1.

24: ft defined to be any integer in [(n/wy)/8, (n/wy)/4].

25:  Expects T = Uselt,,a.]iclc{(9its it + fi)} for timaa = O(logy ., w)
(1)

> Dimension of vector

26: Define m;"” = ¢(y, ,+1,/Vg;.)- > Estimates of fii*27/n
27: Define m; = median; ml(f).

28: lh 1, w + w. > Location in Iy — w1 /2,11 + wy/2
29: fort =1,... ty do

30: 0y + M/ E—ils tmod 1) > Within [—n/2f, n/2f;]
31: lgv1 <l + o4 /

32: end for

33: return ROUND(ly,, .. +1).

34: end procedure

Algorithm 5.10.1: Fourier 1-sparse recovery
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We first show that LOCATE1SPARSE solves the 1-sparse recovery problem. This result is indepen-
dent of the rest of the machinery in this chapter: if v has a single component with 1 — /2 of the
mass, we find it with O(log;,, n) samples of v.

Lemma 5.10.1. Let 1/v,c be larger than a sufficiently large constant. Let v € C", and suppose
that there exists an i* € [l —w/2,1 + w/2] such that

S (0 = N T
i

Then LOCATELSPARSE (v, T, v, l1, l1+w1 ) returns i* with all but ’yQ(C) log w probability, where the
set T is the output of LOCATE1ISPARSESAMPLES (n, v, ¢, w) and has size |T| = O(c(1 +log; ., w)).
The time taken is O(|T|) = O(c(1 + logy ), w)).

Proof. Note that for uniformly random g € [n], by Parseval’s theorem
Ellvnty — w9 v 2] = 3 Jugf? < Yo 2
i
Set b = ~1/29. By Markov’s inequality, with 1 — b probability

VN, — w9 v | < /72 /bl

and so

16(8) ~ (g + (il = [6(v/by) — 6w vie o < sin™(y/41/2/0) < 20/71/2/b

where ||a — b|| = min;ez(Ja — b — 2mi|) denotes the “circular distance” between a and b. Hence for
any (gi+, git + ft), we have that
my) = ¢(ﬁgi,t+ft /691',1)

satisfies

i — fri*2m/nl| o < 4y/42/2/b (5.31)

with probability 1 — 2b as a distribution over g;;. Because this is independent for different ¢, for

any t by a Chernoff bound we have that (5.31) holds for at least 3¢/4 of the mgi) with probability
at least

1- < ;4> (20)/% > 1 —2°(2b)/* =1 — (32b)7/* = 1 — ).
C

If so, their median satisfies the same property?

Ime — fri*2m/n| o < 44/~71/2/b < 27b6. (5.32)

Since there are logy /12w < logw different ¢, by a union bound (5.32) holds for all ¢ with the

desired probability

—Q(c)

11— log w.

2To define a median over the circle, we need to cut the circle somewhere; we may do so at any position not within
44/~1/2 /b of at least ¢/4 of the points.
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We will show that this implies that ¢* is recovered by the algorithm.

We will have by induction that, for all ¢, i* € [l; —w;/2,l; +w;/2]. This certainly holds at ¢ = 1.
Recall that 4w; < n/f; < 8w, by the construction of f;.

For any ¢, by (5.32) we have that o, f; lies within 6bn of (f;i* — fil;) (modulo n). Hence (i* —I;) lies
within dbn/ fi of o,42n/ fi for |o;] < n/(2f) and some integer z. But since |i* —1;| < w;/2 < n/(8f;)
and 0bn/f; < n/(4f:), this means that z = 0 and we have that (¢* — [;) lies within §bn/f; of ox.
Since

5bn/ft S 5b8wt S 5wt/2 S wt+1/2,

i* lies within wy41/2 of l;41 = l; + o¢ and the inductive step holds.
In the end, therefore, i* lies within wy,,, /2 = wdtme==1/2 < 1/2 of I, so it is returned by the
algorithm. ]

We now relate Lemma 5.10.1, which guarantees 1-sparse recovery, to k-sparse recovery of well-
hashed signals.

Lemma 5.10.2. Let x be a signal, and B and R larger than sufficiently large constants. An
invocation of LOCATESIGNAL returns a list L of size B such that each well-hashed (per Def-
inition 5.3.4) i € [n] is present in L with probability at least 1 — p. The sample complexity
is O(Blog(Rn/B)loglog Rloglog(n/B)max(1,logr(1/p)), and the time complexity is O(log R)
larger.

Proof. Consider any well-hashed i and j = h(i). We define the vector y/ € C" by

Y0y = 2Gr(ty_jn/B = T(Goyp)-

Then ‘ N
uf = Wyl = Vnyl,,
J4

Le. vi = yAﬂ/\/ﬁ, S10) vie = 14Go,(0)/ /1
By the definition 5.3.4 of well-hashedness, over uniformly random a € [n],

,yl/leZ > I(?HGO—ii)wfaaivg o $z|2]

If we define v_s; = V[,)\ {44}, We have after multiplying by G?

0; (i

) that
Y2l 2 = Gi(ml/zlmif > Ef|v/q - W' G, (i) mil’]

= E[[5a ~ ol

—

E[|(v! 5,)al]

Therefore by Parseval’s inequality,
A P el (L 4

This is precisely the requirement of Lemma 5.10.1. Hence LOCATE1SPARSE will return o4 with all
but (%) log(n/B) probability, in which case 7 will be in the output set L.
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Recall that log, ,, R < loglog R. Setting

¢ = ©(max(1,log, (log(n/B)/p)))
< max(1, (logglog(n/B) + logg(1/p)) loglog R)
< loglog(n/B) max(1,logr(1/p))

gives the desired probability 1 — p. , the number of samples is

|T'|Blog R = cBlog Rmax(1,log; ,(n/B))
< Blog(Rn/B)loglog Rloglog(n/B) max(1,logr(1/p)).

The time taken is dominated by HASHTOBINS, which takes sample complexity times log R time. [J

5.11 Filter construction

Lemma 5.11.1. If G is a flat window function with B buckets and contrast R > 2, then for some

constant c,
Z GZ ~ RQB
|i|>cn/2B

Proof. Let ¢ be the constant such that G; < (%)t for t =log R. Then

Z G2<2 Z o 2logR

|i|>2¢en/B = 20n/B

< den (l)zlogR

and rescaling c gives the result. O

Lemma 5.3.2. There exist flat window functions where | supp(é»’)| < Blog R. Moreover, Supp(@) C
[-O(Blog R),O(Blog R)].

Proof. Suppose B is an odd integer; otherwise, replace B with B’ = B — 1. The properties for B’
will imply the properties for B, albeit with a worse constant in the third property.
Define F' to be a rectangular filter of length B, scaled so F' is the Dirichlet kernel

sin(mBi/n)

Fi=—7F
Bsin(mi/n)

Noting that 2|z| < |sin(7x)| < 7|z| for |x| < 1/2, we have for all i that

(5.33)



and for ¢ € [-n/2B,n/2B] that

2Bijn, _ 2 (5.34)

Fi| >
| l’_|Bm’/n T

Define '/ to be F convolved with itself ¢ = O(log R) times for an even integer ¢, so Hﬁ”o < BlogR
and F} = F!, and by (5.33)

0<F/ < (%)t. (5.35)

Now, define G to be F’ convolved with a length ¢ = 2|n/(2B)]| + 1 rectangular filter, i.e.

- Y ®

li—il<n/(2B)

so G is F/ multiplied by a scaled Dirichlet kernel. By the last equation, it follows that IGllo <

Hﬁ\’Ho < BlogR. We would just like to show that G/||G||« satisfies the flat window function
requirements.

Since F} > 0 per (5.35), we have 0 < G;/||G||s < 1 so G/||G||s passes the second property of
a flat window function.

For the first property of flat window functions, let a = ZZLZ(/)@B)J F!. We have that G; > a for
li| <n/(2B) because each of those terms (or their symmetries F” ) appear in the summation that
forms G;. So it suffices to show that G; < 3a for all 7.

Define S, = Z N [kn/(2B), (k + 1)n/(2B)] for k € Z, so |Sk| < [n/(2B)] for all k. For any ¢,
{j : 17 —i| < n/(2B)} has nonzero intersection with at most 3 different Si. Hence it suffices to
show for all k that
a> E F]{.

JESK
To do this, we extend the definition of F, to all x € R. By symmetry, it suffices to consider k > 0.
We have that sin(mz/n) is increasing on [0,7n/2], so for 0 < z < n/2 —n/B we have

y ;o sin(mzx/n) !
Fovnjp/Fa = (sin(ﬂ(x + n/B)/n)) <1

Therefore, for each j € S,

/ / = F’
Fy < Fi_te21y8) = Flj=1i/2100/B))-

Let Ty, = {|j — [k/2](n/B)| : j € Sk}. By considering the even and odd cases for k, we conclude
that T}, C [0,n/(2B)] and that for some parameter § > 0 we have

T, =1{6,0+1,...,0+|T| —1}.
Since F’ is decreasing on [0,n/(2B)] we have that

IT|-1 IT|-1 ln/(2B)]

)OFED DTS SFNED S P iy B
§=0 §=0

JESK JET 7=0
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Therefore G/||G||« satisfies the first property of a flat window function.

Lastly, the third property of flat window functions. Consider i = an/2B with o > 2 (for smaller
i, G; < 1 suffices as a bound). We have by (5.35) that

1
G; </ Fl </ i t—p(——)t
T e s TR I0):)) LA Py

We also have by (5.34) that

Glleo > Gop > ¢ min Fi'2€27rt.
(Gl 2 Go 2 ¢ min F! > (2/7)

Hence
7 n

m) = (0(1/a))" = (O(m))

which is the third property of flat window functions. Thus G/||G||l« is the desired flat window
function. ]

Gi/||Glloo < (

For a bucketing (o, b), each coordinate j is permuted to an index w(j) = oj — b, with nearest
multiple of (n/B) being (n/B)h(j). Define the offset of j relative to i to be 0;(j) = 7(j)—(n/B)h(i).
Given a bucketing (o, b), for each bucket j € [B] we define the associated “bucket vectors” v7)
given by '
v} = TG~/ B
This has the property that running the algorithm with offset a yields v € RE given by

R (J) a __ Y
U; = v w —U(J)a.

i

For any bucketing (o,b), we say that a bucket j has noise at most p? if [|[v9)]]3 < p?. We say
that an index 4 is hashed with noise at most p? if, for j = h(i), we have

109 — 2;Griy—(nymy; 113 < 1%
We show how to relate the pairwise independence property 4.2.4 to flat window functions:

Lemma 5.11.2. Let G be a flat window function with B buckets and contrast R. Then for i # j,
there exists a constant c such that

1
R2B’

E[G2, ;) - Illoi(4)| > en/B]] <

where I[a > b] is 1 when a > b and 0 otherwise.

Proof. Note that 0;(j) = w(j) — (n/B)h(i) is within n/(2B) of 7(j) — (i) = o(j —i). Let f >1

be the constant such that
f log R
Gy < () |
‘0= \Bloi(j)|/n
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Then

Goi(j) < max G,
la—o(i—j)|<n/(2B)

f log R
< max ( )
la—o(i—j)|<n/(2B) \ Blal/n
f lOg R

4wanWw4m

log R
Yp = min | 1, .

It suffices to show that, for any a # 0 and as a distribution over o,

as well as G,,(j) < 1. Define

I S
Blb|/n —1/2

1
Elys, - Illoal > en/B] S 35+

Let D =3fn/B < n/B. Note that, for d > 1 and |b| > dD > (2df + 1/2)n/B,

1\ls® 1 1
%f@Q ~ RRoed’

Consider the “levels sets” S;: {b | 2!D < |b| < 2!*1D}, for [ > 0. Then by Lemma 4.2.4,

Prloa € S)) <4-2""'D/n < 2'D/n

and X
< ——.
rb%%i(yb - Rl+1
Hence
Ely2, - Illoal > D)) £ > (2'D/n)R~*~*
1=0
< D/(R*n) $1/(R°B)
because R? > 2. Since D < n/B, this gives the result. ]

Lemma 5.11.3. HASHTOBINS(Z, x, Py o5, B, R) computes u such that for any i € [n],

un(iy = Bugiy + ) Goy(gy (= X);0°7
J

where G is the flat window function with B buckets and contrast R from Lemma 5.3.2, and A,QZ(Z.) <

Ix|I3/(R*ntt) is a negligible error term. It takes O(Blog R) samples, and if || x|lo < B, it takes
and O(Blog Rlog(Rn) time.

Proof. Let S = supp(G), so |S| < Blog R and in fact S C [-O(Blog R), O(Blog R)].
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First, HASHTOBINS computes

~ — ~

y/ =G- Pa,a,bx - X, =G- Pa’,a,bx/_\>(+G ' Pa,a,bX_X/7

for an approximation X’ to X. This is efficient because one can compute (P, ,5%)s with O(]S])
time and samples, and P, , ;X is easily computed from /. for T' = {o(j —b) : j € S}. Since T
is an arithmetic sequence and x is B-sparse, by Corollary 5.12.2, an approximation Y’ to ¥ can be
computed in O(Blog Rlog(Rn)) time such that

Xi = Xil S pu 12

- % [Ixll2

for all i € T. Since ||G|1 < val|Gllz = val|Gll2 < n||Gllso < n and G is 0 outside S, this implies
that

[Ixll2
R*nll'

IG  Prap(x — X2 < HGHlmaX\( Prap(X — X))il = H@Hlf?e%!(x—x’)i! < (5.36)

Define A by A=G- Pa,aJ;(X/—\X/)- Next, HASHTOBINS computes u € CP such that for all 4,

~

Un(iy = Y h(iyn/B = Yn(iyn/B + Dh(in/ B>

for y = @-Paa’bﬁ. This computation takes O(||y/||o+ Blog B) < Blog(Rn) time. Let F(z) =7
denote the Fourier transform of x. We have

Up (i) = (G * F(Poap(® —x))n h(iyn/B + Dh(iyn/B

= Y Guiy/Bor()F Prap(® = X))x() + Dngiynss
m(j)€n]
= Z Goz ]w o7 + Ah(z)n/B

i€[n]

where the last step is the definition of 0;(j) and Claim 4.2.2.
Finally, we note that

xll2
Bnonal < 180 = 181l = |6 - Prap(X =Xl < S0

where we used (5.36) in the last step. This completes the proof. O

Lemma 5.3.3. Let (0,a,b) € [n] be uniform subject to o being odd. Let u € CB denote the result of
HASHTOBINS(Z*, X, Py.ap, B, R). Fiz a coordinate i € [n] and define x = x*—x. For each (0,b), we
can define variables C C [n] and w > 0 (and in particular, C = {j # i : |o(i — j) mod n| < en/B}
for some constant c¢,) so that

e For all j, as a distribution over (o,b),
Pr[j € C] < 1/B.

o As a distribution over (o,b),

o - lzl3 | llz*13
Elw’] S R2B | Rpll
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o Conditioned on (o,b) and as a distribution over a,

E[IGbw™ ) — 2l < w? + [lzc 3.

Proof. By Lemma 4.2.4, for any fixed 7 and 7,
Pr[j € C] =Prllo(i —j)| <en/B] <1/B
which gives the first part.

Define ' = 2 — x. Per Lemma 5.11.3, HASHTOBINS computes the vector v € CP given by

uh(z Ah( ZGOz )."L‘ (w®

for some A with [|A[|Z, < [|lz[|3/(R*n'"). We define the vector v € C" by vyj = 2G,,(j), so that

J
Up(i) Zw‘”v] /Ny
SO 4
un(i) — @7 Goy (i) @i — Dpgi) = V(Ug)a-
By Parseval’s theorem, therefore,
E[IG5

w =y — 2] < 2G‘.% (ElJungy — w7 Go, i = Ango) ] + E[A7 )

—2G (||WH2+A2())

”XHZ o
S it + 2 [75Ga)

0i ()

J#i
X113
S D DI CDI D DIy
j¢CU{i} jec

If we define w? to be the first two terms, we satisfy the third part of the lemma statement. Next,
we have that ) )

lIx]13 < 2(H%’Hg + [z — X||2) < M=l | fle =Xl

R*nll R*nll ~ Rxnpll R2B
From the other term, for j ¢ CU{i}, |o(i—j)| > cn/B so 0;(j) > (¢c—1)n/B. Hence for sufficiently
large ¢, by Lemma 5.11.2,

Iz — xII3
E[ Z |25Go,(|7] < Z\ﬂfy XiIPEIGE ;) - Toi(4) > (¢ = 1)n/B]] < TBQ
JECU{3i} Y
Hence their sum has T H 2
2 T2 T —Xl2
EW]S ot ¥ g
This proves the second part of the lemma statement, completing the proof. ]
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5.12 Semi-equispaced Fourier transform

1: procedure SEMIEQUISPACEFFT(z, ¢) >z € C" is k-sparse
2 Round £ up to a factor of n.

3 G,G" < FILTERS(n, k, ¢).

4 Yi < (2% Q)i op for i € [2K].

5: y <« FFT(y) > 2k dimensional
6 T, < y; for |i| < k/2.

7 return 7’

8: end procedure

Algorithm 5.12.1: Semi-equispaced Fourier Transform in O(klog(n/J)) time

The following is similar to results of [DR93, PSTO01].

Lemma 5.12.1. Let n be a power of two and ¢ > 1. Suppose x € C™ is k-sparse for some k. We
can compute T} for all |i| < k/2 in O(cklogn) time such that

T — Tl < [|ll2/n,

Proof. Without loss of generality & is a power of two (round up), so 2k divides n.
Let G, G’ be the flat window functions of [HIKP12c|, so that G; = 0 for all |i| 2 (n/k)clogn,
|G =Gl <n7¢,
@-—{ 1 if i < k/2
10 ifl >k

and Z:\'l € [0,1] everywhere. The construction is that G approximates a Gaussian convolved with
a rectangular filter and G is a (truncated) Gaussian times a sinc function, and is efficiently com-
putable.
Define
z=zx*xG.

We have that z; = fc}@z for all ¢. Furthermore, because subsampling and aliasing are dual under
the Fourier transform, since y; = z;, /(a1 is a subsampling of 2z we have for [i| < k/2 that

n/2k—1
~/ ~ ~
Ty =Yi = E Zi4-2kj
j=0
n/2k—1

= § ZTiyorjGiyorj
7=0

n/2k—1 n/2k—1

= Z ZitokiGlivorj + Z Titorj (Givorj — Glitonj)
j=0 7=0
n/2k—1
=7+ Z Tiyonj(Gitarj — Glivors)
i=0

and so

7 — & < |Z]2)1G = G|z < [lall2n
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as desired.

The time complexity is O(klogk) for a 2k-dimensional FFT, plus the time to construct y.
Because G; has a localized support, each nonzero coordinate ¢ of = only contributes to O(clogn)
entries of y. Hence the time to construct y is O(ck log n) times the time to evaluate G at an arbitrary
position. Because G is a Gaussian times a sinc function, assuming we can evaluate exponentials in
unit time this is O(ck logn) total. O

This can be easily generalized to arbitrary arithmetic sequences of length k:

Corollary 5.12.2. Let n be a power of two, ¢ > 1, and o odd. Suppose x € C" is k-sparse for
some k, and S = {o(i —b) : i € Z,|i| < k}. Then we can compute T, for all i € S in O(cklogn)
time such that

|75 — | < Jlxfl2/n.

Proof. Let o~! denote the inverse of ¢ modulo n. Define Ty = w_bjmaﬂj. Then for all i € [n],

=~ 1 o(i—b)j
To(i—b) = ﬁ Z W b)]%‘

JEM]

1 L
— § : w9 bo]xj
Vn

JEN]

1 Y WY/
= E SRR Ty

n . .
j'=0j€ln]

2

We can sample from Z7 with O(1) overhead, so by Lemma 5.12.1 we can approximate Z,(j_y) = 7}
for |i| < k in O(cklogn) time. O

To compute G,,(;), we take the opposite semi-equispaced Fourier transform.

1. procedure CONVERSESEMIEQUISPACEFFT(Z, S, ¢) > supp(z) € [—k/2,k/2]
2: Round k up to a factor of n.

3 G,G" + FILTERS(n, k, c).

4 u < INVGEFT (2 ) > 2k dimensional
5: Yin/(2k) < w; for i € [2K].

6 :L’; - Z]Esupp(G):iJrjEO mod n/(2k) Gjyi+j fori e S.

7 return 2’/
8: end procedure

Algorithm 5.12.2: Converse semi-equispaced Fourier Transform in O(klog(n/6)) time

Lemma 5.12.3. Let n be a power of two and ¢ > 1. Suppose T € C" has supp(z) € [—k/2,k/2],
and let S C [n] have |S| = k. We can compute x for all i € S in O(cklogn) time such that

|zi — ] < ||z]l2/n

Proof. Without loss of generality k is a power of two (round up), so 2k divides n.
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Let G, G’ be the flat window functions of [HIKP12c], so that G; = 0 for all |i| 2 (n/k)clogn,
|G =G l2 <n™%

(1 i < k)2
I
G {0 it >k

and G'; € [0,1] everywhere. The construction is that G approximates a Gaussian convolved with
a rectangular filter and G is a (truncated) Gaussian times a sinc function, and is efficiently com-
putable.

For the y defined in the algorithm, we have that y;, /(ar) = Tin/(2k) \/n/(2k) by the definition of
the Fourier transform. Setting y; = 0 elsewhere, y is a scaled subsampling x. Since subsampling
and aliasing are dual under the Fourier transform, we have that 7; = Z;’if oo Tig 2k -

Therefore T =7 - G, s0 1 = y x G'. Then for any 1,

|5 — ;| = |Z(Gj - G;’)yi+j|
J
<G = G2yl

S n=ov/n/ (2k) | xls-

Rescaling ¢ gives the result.
The time complexity is O(klog k) for the Fourier transform and O(cklogn) for the summation
to form 2/, giving O(cklogn) time total. O

5.12.1 Computing G, G

Our algorithm needs to know, for each R, both éz for [i| < Blog R and G,,(;) for various j. Here
we show how to compute these up to 1/n¢ precision for an arbitrary constant ¢ with no additional
time overhead beyond the already existing log(Rn) factor.

Computing @Z for all ¢ is possible in O(Blog2 R) time, because it is a sinc function times a
degree log R polynomial at each position . Since we only need this once for each R, the total time
is at most a log R factor above the sample complexity.

For each hashing in estimation phases, we will need to compute G, ;) for the set L of O(B)

coordinates. We will already know @, which is O(Blog R) sparse and dense around the origin.
Hence Lemma 5.12.3 can compute G,,(;) in O(Blog Rlogn) time, which is only logn more than
the sample complexity to perform the hashing.
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Part 11

Impossibility Results
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Chapter 6

Gaussian Channel-Based Lower
Bounds: /s

(Based on parts of [PW11, HIKP12a, PW12])

This section gives lower bounds for the measurement complexity required to achieve the ¢35 /0o
recovery guarantee, in the three sensing modalities considered in Part I. Namely, we show:

e Nonadaptive, arbitrary measurements: Q(klog-(n/k)) for C-approximate recovery.
e Adaptive, Fourier measurements: Q(klog(n/k)/loglogn) for O(1)-approximate recovery.

e Adaptive, arbitrary measurements: (loglogn) for O(1)-approximate recovery.

These proofs all involve the information capacity of the additive white Gaussian noise channel.

6.1 Notation

We use logx to denote log, z, and Inx to denote log, x. For a discrete random variable X with
probability distribution p, we use H(X) or H(p) to denote its entropy

H(X)=H(p) =Y _ —p(x)logp().

For a continuous random variable X with pdf p, we use h(X) to denote its differential entropy

b = [ —pla)logpla)d.

Let y be drawn from a random variable Y. Then (X | y) = (X | Y = y) denotes the random
variable X conditioned on Y =y. We define A(X | Y) = Eyuy h(X | y). The mutual information
between X and Y is denoted I(X;Y) = h(X) —h(X |Y).

We will also use the following lemma, which shows that mutual information is additive for linear
measurements with independent noise. This means that it suffices to bound the mutual information
of a individual measurements in isolation.

Lemma 6.1.1. Suppose a; = b; + w; for i € [s] and the w; are independent of each other and the
b;. Then

I(a;b) < Z I(a;; b;)
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Proof. Note that h(a | b) = h(a —b | b) = h(w | b) = h(w). Thus
I(a;b) = h(a) — h(a | b) = h(a) — h(w)
< Z h(ai) — h(w;)

— Z h(a;) — h(a; | b;) = Zl(ai; b;)

6.2 Nonadaptive, arbitrary linear measurements

Our goal in this section is to lower bound the number of rows of a distribution of matrices A if one
can recover x’ from Ax such that

2" = @ll <€ min [lz -yl
k-sparse y
with at least 3/4 probability for all z. We will give a lower bound of Q(klog-(n/k)), for all C' > 1.
Define e = C — 1.
We will set up a communication game. Let F C {S C [n] | |S| = k} be a family of k-sparse
supports such that:

o [S® S| >kfor S#S €F, where @ denotes the exclusive difference between two sets,
o Prgcr[i € S] =k/n for all i € [n], and
o log |F| = Q(klog(n/k)).

This is possible; for example, a random linear code on [n/k]* with relative distance 1/2 has these
properties [Gur10].!

Let X = {z € {0,£1}" | supp(z) € F}. Let w ~ N(O,a%]n) be i.i.d. normal with variance
ak/n in each coordinate for some parameter o which will be ©(1/¢). Consider the following process:

Procedure. First, Alice chooses S € F uniformly at random, then z € X uniformly at random
subject to supp(z) = S. Alice independently chooses w ~ N(0,a£1I,). She sets y = A(z + w)
and sends y to Bob. Bob performs sparse recovery on y to recover z’ = z, rounds to X by
T = argmin .. y||z* — 2'||2, and sets S" = supp(Z). This gives a Markov chain S — = — y — 2/ —
r— 9.

We will show that deterministic sparse recovery algorithms require large m to succeed on this
input distribution x + w with 3/4 probability. By Yao’s minimax principle, this means randomized
sparse recovery algorithms also require large m to succeed with 3/4 probability.

Our strategy is to give upper and lower bounds on 1(S;S’), the mutual information between S
and S’

Lemma 6.2.1. I(S;5) = O(mlog(1+ 1)).

!This assumes n/k is a prime power larger than 2. If n/k is not prime, we can choose n’ € [n/2,n] to be a
prime multiple of k, and restrict to the first n’ coordinates. This works unless n/k < 3, in which case a bound of
O(min(n, klog-(n/k))) = O(k) is trivial.

120



Proof. Let the columns of AT be v!,...,v™. We may assume that the v’ are orthonormal, because
this can be accomplished via invertible postprocessing of A, by multiplying Ax on the left to
orthogonalize A. Then we have that y; = (v, z +w) = (v*, z) + w}, where w] ~ N(0, ak|v'||3/n) =
N(0,ak/n). Let z = Ax, so we have that

jeS

Hence y; = z + w] is a Gaussian channel with power constraint E[2?] < % and noise variance

E[(w})?] = a. Hence by the Shannon-Hartley theorem this channel has information capacity

1 1
max I (z;;y;) = C < —log(1+ —).
Vi 2 o

Then by the data processing inequality for Markov chains and Lemma 6.1.1, this means

1
1(5:8") < I(zy) < Y I(zim) < 7 log(1+ ).

(2

O]

We will show that successful recovery either recovers most of z, in which case I(S;S’) =
Q(klog(n/k)), or recovers an € fraction of w. First we show that recovering w requires m = (en).

Lemma 6.2.2. Suppose w € R™ with w; ~ N(0,0?) for alli andn = Q(Ei2 log(1/9)), and A € R™*™
for m < Sen. Then any algorithm that finds w' from Aw must have |[w’ — wl||3 > (1 — €)||w||3 with
probability at least 1 — O(0).

Proof. Note that Aw merely gives the projection of w onto m dimensions, giving no information
about the other n —m dimensions. Since w and the ¢ norm are rotation invariant, we may assume
WLOG that A gives the projection of w onto the first m dimensions, namely 7' = [m]. By the norm
concentration of Gaussians, with probability 1 — 4 we have ||w||3 < (14 €)no?, and by Markov with
probability 1 — § we have |wr||3 < mo?/§ < eno?. Assume both of these events happen.

For any fixed value d, since w is uniform Gaussian and w’T is independent of w,

Prfflw’ —wl < d] < Pr[||(w' — w)zl3 < d] < Prlfwg]3 < dl.

Therefore
Prfl|w’ — w3 < (1 —4e)l|wl3] <Prffw’ —w]3 < (1 - 2¢)no”’]
<Prf[lwrl3 < (1 - 2¢)no?)
<Prwzl3 < (1 - e)(n—m)o’] <6
as desired. Rescaling e gives the result. O

Lemma 6.2.3. Supposen = Q(1/e2+(k/e)log(k/€)) andm = O(en). Then I(S;S’) = Q(klog(n/k))
for some a = Q(1/e).

Proof. Consider the x’ recovered from A(z+w), and let T = SUS’. Suppose that |w||%, < %k logn
and ||w||3/(ak) € [1 & €], as happens with probability at least (say) 3/4. Then we claim that if
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recovery is successful, one of the following must be true:

|27 — @13 < 9eflw]l3

1% — wll3 < (1= 26) w3

—~ o~
@Q
N =
~— ~—

To show this, suppose |2/ — z||3 > 9¢||wl||3 > 9||wr||3 (the last by |T| = 2k = O(en/logn)). Then

(2" = (& +w)rll3 > (2" - 22 — [lwrll2)*

> (2[|2" — 2(]2/3)* = def|wlf3.
Because recovery is successful,
2" — (& + w)[|3 < (1 + ) fJwll3.
Therefore

o = wrll3 + o = (& + w)zll} = 2/ — (@ +w)l3
|24 — w3 + dellw]l3 < (1 + €)|[w]3

ot — wlf3 — [lwr]3 < (1= 36) w3 < (1 —2¢)]w]|3

as desired. Thus with 3/4 probability, at least one of (6.1) and (6.2) is true.
Suppose Equation (6.2) holds with at least 1/4 probability. There must be some x and S such
that the same equation holds with 1/4 probability. For this S, given 2/ we can find 7" and thus

2. Hence for a uniform Gaussian wz, given Awz we can compute A(z + wg) and recover ai;
with |27 — wz]|3 < (1 - €)||wg||3. By Lemma 6.2.2 this is impossible, since n — |T| = Q(%) and
m = Q(en) by assumption.

Therefore Equation (6.1) holds with at least 1/2 probability, namely ||z — 2|3 < 9¢[jw]|3 <

9¢(1 — €)ak < k/2 for appropriate a.. But if the nearest ¥ € X to x is not equal to z,

l2" = 23 =la%l3 + llag = Zl13 > oz ll3 + (lz — T2 — a7 — =]]2)

>[|2Fl13 + (k = k/2)* > a3 + llaF — @13 = [la” - =3,

a contradiction. Hence S’ = S. Then Fano’s inequality states H(S|S") < 14 Pr[S’ # S]log|F| and
hence

1
I1(S;8")=H(S)— H(S|S") > -1+ 1 log | F| = Q(klog(n/k))
as desired. ]

Theorem 6.2.4. Any nonadaptive (1 + €)-approximate l3/ly recovery scheme with € > / MO%
and failure probability 6 < 1/2 requires m = Q(klogy, . (n/k)).

Proof. Combine Lemmas 6.2.3 and 6.2.1 with a = 1/e to get m = Q(%), m = Q(en), or
n = O(klog(k/e)). For € as in the theorem statement, the first bound is the relevant one. O

6.3 Fourier lower bound

In this section, we show any ¢y recovery algorithm using (possibly adaptive) Fourier samples of x
must take Q(klog(n/k)/loglogn) samples:
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Theorem 6.3.1. Let F' € C™*" be orthonormal and satisfy |F; j| = 1/+/n for all i, j. Suppose an
algorithm takes m adaptive samples of Fx and computes x’' with

|z — 2|2 < 2}c min |l — x*|2,

-sparse x*
with probability at least 3/4 for any x. Then it must have m = Q(klog(n/k)/loglogn).

Corollary 6.3.2. Any algorithm computing the O(1)-approximate sparse Fourier transform must
access Q(klog(n/k)/loglogn) samples.

If the samples were chosen nonadaptively, we would immediately have m = Q(klog(n/k)) by
Theorem 6.2.4. However, an algorithm could choose samples based on the values of previous
samples. In the sparse recovery framework allowing general linear measurements, this adaptivity
can decrease the number of measurements to O(kloglog(n/k)) (see Chapter 2); in this section, we
show that adaptivity is much less effective in our setting where adaptivity only allows the choice
of Fourier coefficients.

In essence, in the previous section we showed that any nonadaptive measurement has constant
signal-to-noise ratio for the hard instance. In this section, we show that with high probability all
n Fourier measurements have O(logn) signal-to-noise ratio.

As in the previous section, let F C {S C [n] : |S| = k} be a family of k-sparse supports such
that:

o |S®S'|>kfor S#S €F, where & denotes the exclusive difference between two sets, and
e log |F| = Q(klog(n/k)).

For each S € F, let X% = {x € {0,£1}" | supp(z®) = S}. Let z € X° uniformly at random.
The variables z;, i € S, are i.i.d. subgaussian random variables with parameter o2 = 1, so for any
row F; of F', Fjx is subgaussian with parameter 0?2 = k/n. Therefore

Prs[|ij| > ty/k/n] < 2e /2,
zeX

By a union bound over the n rows of F, for each S we can choose an z° € X with

1725 < 015", (63

Let X = {2%| S € F} be the set of such z°.
Let w ~ N(0, a%]n) be i.i.d. normal with variance ak/n in each coordinate.

Consider the following process:

Procedure. First, Alice chooses S € F uniformly at random, then selects the x € X with
supp(z) = S. Alice independently chooses w ~ N (0, a%]n) for a parameter o = (1) sufficiently
small. For j € [m], Bob chooses i; € [n] and observes y; = I (x+w). He then computes the result
x' &~ x of sparse recovery, rounds to X by T = arg min .. x||z* — z’||2, and sets S’ = supp(Z). This
gives a Markov chain S -z -y — a2 -7 — 5.

We will show that deterministic sparse recovery algorithms require large m to succeed on this
input distribution x +w with 3/4 probability. By Yao’s minimax principle, this means randomized
sparse recovery algorithms also require large m to succeed with 3/4 probability.
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Our strategy is to give upper and lower bounds on I(.S;S’), the mutual information between S
and S’.

First we show an analog of Lemma 6.2.3 in this setting. The previous proof actually applies in
this setting, but because we only consider e = ©(1) a simpler proof is possible.

Lemma 6.3.3 (Lemma 6.2.3, simplified for e = O(1)). There exists a constant &' > 0 such that if
a <o, then I(S;S5") = Q(klog(n/k)) .

Proof. Assuming the sparse recovery succeeds (as happens with 3/4 probability), we have ||z’ —
(x 4+ w)||2 < 2||w||2, which implies ||z' — z||2 < 3||w||2. Therefore

12 = zll2 < 12 = 2ll2 + [|l2” — 2|2
< 2l|2" -zl
< 6wl

We also know ||z’ — 2”||2 > vk for all distinct 2/, 2” € X by construction. Because E[||w||3] = ok,
with probability at least 3/4 we have |lw|l2 < Vdak < Vk/6 for sufficiently small a. But then
|Z — z|]2 < Vk,s0 Z =2 and S = §’. Thus Pr[S # 5] < 1/2.

Fano’s inequality states H(S | S’) <14 Pr[S # S']log|F|. Thus

1(S:8') = H(S) — H(S | §) > —1 + %log | = Q(klog(n/k))

as desired. O

We next show an upper bound on 7(S;5’), the analog of Lemma 6.2.1 for adaptive measurements
of bounded ¢4, norm. The proof is similar, but is more careful about dependencies and needs the
loo bound on Fx.

Lemma 6.3.4. ]
1(S;8") < mlog(l+ —logn).
o

Proof. Let A; = Fj, for j € [m], and let w} = Ajw. The w} are independent normal variables

with variance a%. Because the A; are orthonormal and w is drawn from a rotationally invariant
distribution, the w’ are also independent of z. We have y; = Ajz + w;. By the data processing
inequality for Markov chains and Lemma 6.1.1,

1(S;8") < I(Az;y) < ZI(AJSL‘;yj)

By the Shannon-Hartley theorem and Equation (6.3), for all j we have

1 E[|l4;z?]. 1 | Fx|? 1 1
I(Ajx; A ) < Zlog(1 J < = log(1 2) < ~log(1+ —1 .
( ]‘T’ Jx—i_w]) =9 Og( + E[(’w§)2] ) ) Og( + ak:/n ) =9 Og( + o Ogn)
Combining these two equations gives the result. O

Theorem 6.3.1 follows from Lemma 6.3.3 and Lemma 6.3.4, with a = ©(1).
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6.4 Adaptive lower bound for £k =1

In this section we give an Q(loglogn) lower bound for ¢, approximation with arbitrary adaptive
linear measurements, showing that Lemma 2.2.4 is tight. More generally, given R “rounds” of adap-
tivity, we show that Q(R logl/ R n) measurements are necessary; this is tight, since the techniques
used to show Lemma 2.2.4 can get a matching upper bound.

The main previous lower bound for adaptive sparse recovery gets m = Q(k/e) [ACD11] in an
essentially equivalent setting?. They consider going down a similar path to our Q(loglogn) lower
bound, but ultimately reject it as difficult to bound in the adaptive setting. Combining their result
with ours gives a Q(%k + loglog n) lower bound, compared with the O(%k -loglog n) upper bound.

Setting. One would like to estimate a vector x € R™ from m linear measurements Aqx, ..., A,x.
One may choose each vector A; based on Ayx,..., A;_1x, and must output z’ satisfying

lo" =z <O(1) - min [lz —yl
k-sparse y

Intuition. Asin the rest of this chapter, we reduce to the information capacity of a Gaussian chan-
nel. We consider recovery of the vector x = e;+ + w, for i* € [n] uniformly and w ~ N(0, I,,/O(n)).
Correct recovery must find ¢*, so the mutual information I(i*; Az) is (logn). On the other hand,
in the nonadaptive case (Section 6.2) we showed that each measurement A;z is a power-limited
Gaussian channel with constant signal-to-noise ratio, and therefore has I(i*; Aj2) = O(1). Lin-
earity gives that I(i*; Az) = O(m), so m = Q(logn) in the nonadaptive case. In the adaptive
case, later measurements may “align” the row A; with ¢*, to increase the signal-to-noise ratio and
extract more information—this is exactly how the upper bound works in Chapter 2. To deal with
this, we bound how much information we can extract as a function of how much we know about
1*. In particular, we show that given a small number b bits of information about 7*, the posterior
distribution of 7* remains fairly well “spread out”. We then show that any measurement row A;
can only extract O(b+ 1) bits from such a spread out distribution on ¢*. This shows that the
information about ¢* increases at most exponentially, so (loglogn) measurements are necessary.

Proof. We may assume that the measurements are orthonormal, since this can be performed
in post-processing of the output, by multiplying Az on the left by a lower triangular matrix to
orthogonalize A. We will give a lower bound for the following instance:

Alice chooses random i* € [n] and i.i.d. Gaussian noise w € R™ with E[|w||3] = 0% = (1),
then sets x = e;» +w. Bob performs R rounds of adaptive measurements on x, getting y" = A"z =
(Y1, Ym,) in each round r. Let I* and Y denote the random variables from which i* and y"

are drawn, respectively. We will bound I(I*; Y Y2 ... Y").

We may assume Bob is deterministic, since we are giving a lower bound for a distribution
over inputs—for any randomized Bob that succeeds with probability 1 — §, there exists a choice of
random seed such that the corresponding deterministic Bob also succeeds with probability 1 — 4.

First, we give a bound on the information received from any single measurement, depending on
Bob’s posterior distribution on I* at that point:

2Both our result and their result apply in both settings. See Section 6.5 for a more detailed discussion of the
relationship between the two settings.
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Lemma 6.4.1. Let I* be a random variable over [n] with probability distribution p; = Pr[I* = i],
and define

n
b=> pilog(np;) =logn — H(p).
i=1
Define X = ey« + N(0, 1,02 /n). Consider any fived vector v € R™ independent of X with |jv|s = 1,

and defineY =v-X. Then
I(vr;Y) < C(b+1)

for some constant C'.

Proof. Let S; = {j | 20 < np; < 2771} for i > 0 and Sy = {i | np; < 2}. Define t; = djes; Pi =
Pr[I* € S;]. Then

Zm—ZZpa

>0 jES;

<> pjlog(np;)

i>0 jES;
=b-— Z p; log(np;)
JE€So
S b — t() log(nto/\Sol)
< b+ |So|/(ne)

using convexity and minimizing xlogaz at x = 1/(ae). Hence

> ity <b+ 1. (6.4)
=0

Let W = N(0,0%/n). For any measurement vector v, let Y = v- X ~ vy« + W. Let Y; = (V|
I* € S;). Because ZUJQ =1,

B[V =0%/n+ > vipj/ti < o®/n+ |pslloc/ti < 02 /n+ 2%/ (nt;). (6.5)
JES;

Let T be the (discrete) random variable denoting the i such that I* € S;. Then Y is drawn from
Y7, and T has probability distribution ¢. Hence

h(Y) < h((Y,T))
=H(T)+h(Yr|T)

=H(t)+ Y _th(Y;)

>0

t)+ Y t:h(N(0,E[Y7]))

1>0

because the Gaussian distribution maximizes entropy subject to a power constraint. Using the
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same technique as the Shannon-Hartley theorem,
(v, Y) = I(vp;vp« + W) = h(vp= + W) — h(vp= + W | vp+)
=h(Y)—h(W)
< H(t)+ Y ti(A(N(0,E[Y7])) — h(W))
i>0
1 E[Y?]
=H = i In(=—%-

and hence by Equation (6.5),

i+1
g2

In2
H(vp3Y) < H(t) + =~ > tilog(l + P

i>0

). (6.6)

All that requires is to show that this is O(1 + b). Since o = ©(1), we have

)

2
< 2 t; 1 14+ —
) <log(l+1/c )+Z og(1+ .

2i
Z t;log(1 + pry )
7

]

<OM)+ Y tilog(1+2) + Y tilog(l+ 1/t;). (6.7)

Now, log(1 + 2%) < i for i > 0 and is O(1) for i = 0, so by Equation (6.4),

D tilog(1+2) S1+ Y it <2+b.
i >0

Next, log(1+ 1/t;) < log(1/t;) for t; < 1/2, so

D tilog(1+1/t) < D tilog(l/t)+ > 1< H(t)+1.

it <1/2 ilti>1/2
Plugging into Equations (6.7) and (6.6),
I(vr=,Y) S 1+ b+ H(t). (6.8)
To bound H (t), we consider the partition 7 = {i | t; > 1/2} and T_ = {i | t; < 1/2}. Then

H(t) = Zt log(1/t;)
<> it Y tilog(1/t)

€T teT_
<1+b+ Z tilog(1/t;)
teT
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But xlog(1/z) is increasing on [0,1/e], so

1 ,
S tilog(1/1:) < folos(1/to) + 11 log(1/12) + 3 o low(1/2)) < 2/e +3/2 = O(1)
teT- i>2
and hence H(t) < b+ O(1). Combining with Equation (6.8) gives that
Ivr+;Y)Sb+1

as desired. O

Theorem 6.4.2. Any scheme using R rounds with number of measurements my, ma,...,mpg > 0
in each round has

Iy, . y®m < cf I mi

for some constant C > 1.

Proof. Let the signal in the absence of noise be Z" = A"ey« € R™ and the signal in the presence
of noise be Y" = A"(er+ + N(0,02%1,/n)) = Z" + W" where W™ = N(0,021,,, /n) independently.
In round r, after observations y',..., 4"~ of Y1, ... Y"1 let p" be the distribution on (I* |
y',...,y""1). That is, p" is Bob’s posterior distribution on I* at the beginning of round 7.

We define
b= H(I") = H(I* | 4.,y )
=logn — H(p")
= p}log(np}).
Because the rows of A" are deterministic given y',...,4" !, Lemma 6.4.1 shows that any single

measurement j € [m,] satisfies
HZ5Y] [y'sy™™h) < Clo +1).
for some constant C'. Thus by Lemma 6.1.1
I(Z%Y" |yt .y < Cmg(by 4+ 1),
There is a Markov chain (I* | y', ...,y = (Z" |y}, ..., ) = (Y |y, ...,y 1), so

I(IY" |yt oy Y <I(Z7YT |y ) < Cmg(by 4 1).
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We define B, = I(I*;Y!,...,Y""1) = E, b,. Therefore

Bpp =I(I%YY ... Y7
= Iy Yy h syt vyt
=B+ E IINY|yh.oyh)

—1

< B, +Cm, ) E 1(bT—i—l)
Yy

= (B, +1)(Cmy +1) — 1
< C'my (B, + 1)

for some constant C’. Then for some constant D > C’,

Iyt . . YB)=Br, < DRHmi

(2

as desired. O

Corollary 6.4.3. Any scheme using R rounds with m measurements has
Iyt ... Y% < (cm/R)"

for some constant C. Thus for sparse recovery, m = Q(Rlogl/R n). Minimizing over R, we find
that m = Q(loglogn) independent of R.

Proof. The equation follows from the AM-GM inequality. Furthermore, our setup is such that Bob
can recover I* from Y with large probability, so I(I*;Y) = Q(logn); this is Lemma 6.3.3 in the
k =1 case. The result follows. O

6.5 Relationship between post-measurement and pre-measurement
noise

In the setting of [ACD11], the goal is to recover a k-sparse x from observations of the form Az + w,
where A has unit norm rows and w is i.i.d. Gaussian with variance ||z|%/e2. By ignoring the
(irrelevant) component of w orthogonal to A, this is equivalent to recovering z from observations
of the form A(x + w). By contrast, our goal is to recover x + w from observations of the form
A(x 4+ w), and for general w rather than only for Gaussian w.

As shown in Sections 6.2 and 6.3, for Gaussian w the difference between recovering x and
recovering x + w is minor. Hence any lower bound of m in the [ACD11] setting implies a lower
bound of min(m, en) in our setting. The converse is also true for proofs that use Gaussian w, such
as ours.

129



130



Chapter 7

Communication Complexity-Based
Lower Bounds

(Based on parts of [PW11, PW12])

This chapter considers variations on the recovery guarantee

o ~all, < (149, min_Jlo =yl (r1)

Previous chapters consider (7.1) for p = 2. In this chapter, we consider p = 1 and give improved

upper and lower bounds, showing that the complexity is k/y/e up to logarithmic factors in both
the nonadaptive and adaptive cases.

We also consider the requirement that the result 2’ must itself be exactly k-sparse. In this case,

for p =1 and p = 2, we show that k/eP is tight up to logarithmic factors in the nonadaptive setting.

7.1 Introduction

The difficulty of (1 + €)-approximate recovery has seemed to depend on whether the output z’ is
required to be k-sparse or can have more than k elements in its support. Having k-sparse output
is important for some applications (e.g. the MapReduce top table [PDGQO05]) but not for others
(e.g. imaging). Algorithms that output a k-sparse z’ have used @(Eipk log n) measurements [CCF02,
CMO04, CMO06]. In contrast, [GLPS10] uses only ©(2klog(n/k)) measurements for p = 2 and outputs
a non-k-sparse x’.

Lower bound Upper bound
O, 3 €
Non-k-sparse output | ¢; Q(mk) [1] O(%k logn)
ly | Q(Lklog(n/k)) [Ch. 6] | O(1klog(n/k))[GLPS10]
k-sparse output 0| QL(klogt +1og 1)) O(1klogn)[CMO4]
ly | 5k +log})) O(%klogn)[CCF02, CMO6)

Figure 7-1: Our results in this chapter, along with existing upper bounds. The bound [{] applies
to the adaptive setting as well.
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Our results. We show that the apparent distinction between complexity of sparse and non-
sparse outputs is fundamental, for both p = 1 and p = 2. We show that for sparse output, Q(k/€P)
measurements are necessary, matching the upper bounds up to a logn factor. For general output
and p = 2, Chapter 6 showed Q(2klog(n/k)) measurements are necessary, matching the upper
bound up to a constant factor. In the remaining case of general output and p = 1, we show

Q(k/\/€) measurements are necessary. We then give a novel algorithm that uses O(logs%/e)klog n)

measurements, beating the 1/e dependence given by all previous algorithms. As a result, all our
bounds are tight up to factors logarithmic in n. The full results are shown in Figure 7-1.

In addition, for p = 2 and general output, we show that thresholding the top 2k elements of a
Count-Sketch [CCF02] estimate gives (14 €)-approximate recovery with ©(1klog n) measurements.
This is interesting because it highlights the distinction between sparse output and non-sparse
output: [CMO06] showed that thresholding the top k elements of a Count-Sketch estimate works
for m = O(e%k:log n). While [GLPS10] achieves m = ©(1klog(n/k)) for the same regime, it only
succeeds with constant probability while ours succeeds with probability 1 — n~ M) hence ours is
the most efficient known algorithm when § = o(1), e = o(1), and k < n°?.

Related work. Much of the work on sparse recovery has relied on the Restricted Isometry
Property [CRT06b]. None of this work has been able to get better than 2-approximate recovery,
so there are relatively few papers achieving (1 + €)-approximate recovery. The existing ones with
O(klogn) measurements are surveyed above (except for [IR08], which has worse dependence on €
than [CM04] for the same regime).

Previous work [CMO05] has studied lower bounds for the /., /¢, problem, where every coordinate
must be estimated with small error. This problem is harder than ¢, /¢, sparse recovery with sparse
output, so lower bounds are easier. For p = 1, they showed that any sketch requires Q(k/¢€) bits
(rather than measurements).

Our techniques. For the upper bounds for non-sparse output, we observe that the hard case for
sparse output is when the noise is fairly concentrated, in which the estimation of the top k elements
can have /e error. Our goal is to recover enough mass from outside the top k elements to cancel
this error. The upper bound for p = 2 is a fairly straightforward analysis of the top 2k elements of
a Count-Sketch data structure.

The upper bound for p = 1 proceeds by subsampling the vector at rate 27 and performing a
Count-Sketch with size proportional to %, for i € {0,1,...,0(log(1/€))}. The intuition is that if

the noise is well spread over many (more than k/e3/2) coordinates, then the 5 bound from the first
Count-Sketch gives a very good ¢ bound, so the approximation is (1 + €)-approximate. However,
if the noise is concentrated over a small number k/e¢ of coordinates, then the error from the first
Count-Sketch is proportional to 1+ ¢/21/4, But in this case, one of the subsamples will only have
O(k/e/?=1 /%) < k/\/e of the coordinates with large noise. We can then recover those coordinates
with the Count-Sketch for that subsample. Those coordinates contain an ¢/2t1/4 fraction of the
total noise, so recovering them decreases the approximation error by exactly the error induced from
the first Count-Sketch.

The lower bounds use substantially different techniques for sparse output and for non-sparse
output. For sparse output, we use reductions from communication complexity to show a lower
bound in terms of bits. Then, as in [DIPW10], we embed ©(logn) copies of this communication
problem into a single vector. This multiplies the bit complexity by logn; we also show we can
round Ax to logn bits per measurement without affecting recovery, giving a lower bound in terms
of measurements.
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We illustrate the lower bound on bit complexity for sparse output using & = 1. Consider a
vector = containing 1/eP ones and zeros elsewhere, such that zo; + x9;11 = 1 for all i. For any i, set
Z9; = 2z2i+1 = 1 and z; = 0 elsewhere. Then successful (1 + €/3)-approximate sparse recovery from
A(z + z) returns 2’ with supp(z’) = supp(z) N {2¢,2i + 1}. Hence we can recover each bit of z with
probability 1 — &, requiring (1/¢P) bits'. We can generalize this to k-sparse output for Q(k/eP)
bits, and to ¢ failure probability with Q(eip log %) However, the two generalizations do not seem to
combine.

For non-sparse output, the hard instances for £ = 1 must have one large value (or else 0 is a
valid output) but small other values (or else the 2-sparse approximation is significantly better than
the 1-sparse approximation). Suppose = has one value of size € and d values of size 1/d spread
through a vector of size d?>. Then a (1 + €/2)-approximate recovery scheme must either locate
the large element or guess the locations of the d values with Q(ed) more correct than incorrect.
The former requires 1/(de?) bits by the difficulty of a novel version of the Gap-£4, problem that
we call Multify,. The latter requires ed bits because it allows recovering an error correcting code.
Setting d = ¢3/2 balances the terms at ¢ /2 bits. We then convert to a bound on measurement
complexity, losing a logn factor in a universe of size n = poly(k/e).

Intuition for Multif,. In the Gaply, problem, the two players are given x and y respectively, and
they want to approximate ||z —y||oc given the promise that all entries of 2 —y are small in magnitude
or there is a single large entry. The Multi/,, problem consists of solving multiple independent
instances of Gapls in parallel. Intuitively, the sparse recovery algorithm needs to determine if
there are entries of x — y that are large, which corresponds to solving multiple instances of Gap/..
We prove a multiround direct sum theorem for a distributional version of Gapf.,, thereby giving a
distributional lower bound for Multi/s,. We use the information complexity framework [BJKS04] to
lower bound the conditional mutual information between the inputs to Gapfs and the transcript of
any correct protocol for Gapfy, under a certain input distribution, and prove a direct sum theorem
for solving k instances of this problem. We need to condition on “help variables” in the mutual
information which enable the players to embed single instances of Gapls, into Multifs, in a way
in which the players can use a correct protocol on our input distribution for Multi/,, as a correct
protocol on our input distribution for Gapf..; these help variables are in addition to help variables
used for proving lower bounds for Gapf.,, which is itself proved using information complexity. We
also look at the conditional mutual information with respect to an input distribution which doesn’t
immediately fit into the information complexity framework. We relate the conditional information of
the transcript with respect to this distribution to that with respect to a more standard distribution.

7.2 Relevant upper bounds
The algorithms in this section are indifferent to permutation of the coordinates. Therefore, for

simplicity of notation in the analysis, we assume the coefficients of x are sorted such that |z;| >
|za| > ... > |zp] > 0.

Count-Sketch. Both our upper bounds use the Count-Sketch [CCF02] data structure. The
structure consists of clogn hash tables of size O(q), for O(cqlogn) total space; it can be represented

'For p = 1, we can actually set |supp(z)| = 1/€ and search among a set of 1/e candidates. This gives Q(2 log(1/e))
bits.
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as Az for a matrix A with O(cqlogn) rows. Given Az, one can construct z* with
* 2 1 2
2" = 2llee < L llzggllz (7.2)

C

with failure probability n!'—¢.

721 4,

It was shown in [CMO6] that, if 2* is the result of a Count-Sketch with hash table size O(k/e?),
then outputting the top k elements of x* gives a (1 4 €)-approximate f3/¢3 recovery scheme. Here
we show that a seemingly minor change—selecting 2k elements rather than & elements—turns this
into a (1 + €2)-approximate f//5 recovery scheme.

Lemma 7.2.1. For any x,z* € R" let S contain the largest 2k elements of x*. Then
lz§ — 2|3 < Errg(x) + 3k[|lz* — 2|
Proof. Since Err}(z) = ||33WH§ by our WLOG assumption on the ordering,
lz§ — 23 — Erri(z) < ||(z* — 2)sl3 + llzpps 3 — legll3
< 2k[|z* — z||1% + [y slls — lzs\ w3 (7.3)

Let a = max;c()\ g 7; and b = min;e g\ i, and let d = [[k] \ S|. The algorithm passes over an
element of value a to choose one of value b, so

a<b+2|z" — x|
Then

lzwpsls = lzs\wll3 < da® — (k + d)b?
< d(b+ 2”1‘* — x”oo)Q _ (k + d)b2
= kb + Adb]la” — oo + dd]la” — a5

= k(b 2(d/R)a* — w]c)? + ddlfa” — 22"
< D e a2, < klla” — 2l
and combining this with (7.3) gives
lz — @[l — Errf(z) < 3k[|lz" — (|3,
as desired. ]

Theorem 7.2.2. Let 2’ be the top 2k estimates from a Count-Sketch structure with hash table size
O(k/e€). Then with failure probability n~?W),

2" — z||2 < (1 +¢) Err%(:r).

Therefore, there is a 1 + e-approzimate ly/ly recovery scheme with O(%klog n) rows.
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Proof. Let the hash table size be O(k/e), and let x* be the vector of estimates for each coordinate.
By (7.2), the standard analysis of Count-Sketch,
€

o — ol <

Errzk/e(m’) < %Erri(az)
with the appropriate failure probability. Then by Lemma 7.2.1,
' 2 2 € 2 2
|z" — z||5 < Errg(x) + 3/{% Erri(z) < (1 + 3¢) Erry(x).
Rescaling € gives the result. O

7.2.2 (

Theorem 7.2.3. There exists a (1 + €)-approxzimate £1/¢1 recovery scheme with O(loggTel/ﬁklog n)

measurements and failure probability e~ k/Ve) 4 p=01)

Set f = /e, so our goal is to get (1 + f2)-approximate £; /{1 recovery with O(log%/fklog n)
measurements.

For intuition, consider 1-sparse recovery of the following vector x: let ¢ € [0,2] and set 21 = 1/ f°
and Zg,...,T141/p1+c € {£1}. Then we have

ol = 1/
and by (7.2), a Count-Sketch with O(1/f)-sized hash tables returns z* with
o = el < V/Fllagrlls ~ 1/ £72 = £ ol

The reconstruction algorithm therefore cannot reliably find any of the z; for ¢ > 1, and its error on
z1 is at least fi+e/ 2||:cm||1. Hence the algorithm will not do better than a f1T¢/2-approximation.

However, consider what happens if we subsample an f¢ fraction of the vector. The result
probably has about 1/f nonzero values, so a O(1/ f)-width Count-Sketch can reconstruct it exactly.
Putting this in our output improves the overall ¢; error by about 1/f = fCHarmHL Since ¢ < 2,
this more than cancels the f*+¢/ 2||;Em||1 error the initial Count-Sketch makes on z7, giving an
approximation factor better than 1.

This tells us that subsampling can help. We don’t need to subsample at a scale below k/ f (where
we can reconstruct well already) or above k/f? (where the f5 bound is small enough already), but
in the intermediate range we need to subsample. Our algorithm subsamples at all log 1/f2 rates in
between these two endpoints, and combines the heavy hitters from each.

First we analyze how subsampled Count-Sketch works.

Lemma 7.2.4. Suppose we subsample with probability p and then apply Count-Sketch with ©(logn)
rows and ©(q)-sized hash tables. Let y be the subsample of x. Then with failure probability e 4

n~ D) we recover a y* with
1y = ylloo < Vp/dllzgll2-

Proof. Recall the following form of the Chernoff bound: if Xy,..., X, are independent with 0 <
X; <M, and p > E[> X;], then

PI_[Z Xz Z gu] S e,Q(u/M)'
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Let T be the set of coordinates in the sample. Then E[|T" N [2—q]|] = 3¢/2, so
Pr [\Tﬂ [@H > 2q} < e ),
2p

Suppose this event does not happen, so |T'N [ ]| < 2¢q. We also have

- |4
||$[q/p]H2 > 2p|x%|-

Let ; =0ifi ¢ T and Y; = 22 if i € T. Then

E[) Y= pHUC@H% < plleg 13

3q

1> 3p

For ¢ > g—g we have

2p
g 2 AE 12
Y < |$%| < q ||$[q/p]”2

giving by Chernoff that

4 _
Py Vi 2 Spllagrlid < e

But if this event does not happen, then

4
lyggl3 < Z x} = , Y < gPHUCWH%
i€Tyi> 34 >34

By (7.2), using O(2q)-size hash tables gives a y* with

) 1
19" = ylloo < ﬁlly@\lz < Vr/dlzg e

with failure probability n~ D) as desired. ]

Let r = 2log 1/f. Our algorithm is as follows: for j € {0,...,r}, we find and estimate the 2//%k
largest elements not found in previous j in a subsampled Count-Sketch with probability p = 277
and hash size ¢ = ck/f for some parameter ¢ = O(r?). We output 2/, the union of all these
estimates. Our goal is to show

2" =zl = llagglls < O(F*) |l

For each level j, let S; be the 27/2[; largest coordinates in our estimate not found in S;U- - -US 1
Let S =US;. By Lemma 7.2.4, for each j we have (with failure probability e UK/ f) 4 (1)) that

(" = 2)s, Il < 1S; |\/ H»’U[Qgck/f 2
<2792y THIEWM
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and so

I —2)sll = Sl —a)s, I <

2 W\/»Hfﬁ[gk/fﬂb (7.4)
=0

By standard arguments, the ¢, bound for Sy gives
lzpglls < lzsylls + Kll2ls, — 2o llee < v/ R/ cllaggpll2 (7.5)

Combining Equations (7.4) and (7.5) gives

2" = @l = lzgglh = (&" = 2)sll1 + lloglh — gl

= [I@" = 2)sll1 + llzpwlls = lzslh

= [I(z" = 2)slh + (2wl = zsllh) — ZHﬂ?SjHl

1
< (ijvars * ve) YTzl = Xl

1
:0(%)\/ f/€||xm||2—2|\ﬂfsj||1 (7.6)
j=1
We would like to convert the first term to depend on the £; norm. For any u and s we have, by

splitting into chunks of size s, that
1
gl < /gl

||“Qm[25]”2 < \/E‘US‘

Along with the triangle inequality, this gives us that
T
VEfllzgiglle < VEFlegzslle + VES Dl egmgingieplz
j=1

< Pllegzglh + k2 w4l
j=1

SO
||$/—CC||1 ||$ Hl (\[)fZHJU[k/fs Hl"‘ZO \[ 2]/ |952Jk/f‘ ZstjHl (7'7)
=1

Define a; = k2j/2|x2jk/f|. The first term grows as f? so it is fine, but a; can grow as f29/2 > f2. We
need to show that they are canceled by the corresponding ||z, ||1. In particular, we will show that
s, ll1 > Qaj) — O(2~ 2 f2| g k/fg]H 1) with high probability—at least wherever a; > ||a||1/(2r).

Let U € [r] be the set of j with a; > ||al|1/(2r), so that ||ay||1 > |la||1/2. We have
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Hx[gjk/f ||2 - Hx[gk/fs ||2 + Z||$29k/f]ﬁ[23+1k/f]”2
i=j

< Hl‘[%/fs}lngrHZa? (7.8)
i=j

For j € U, we have

T
> a? < ajlall < 2rd?
i=j

so, along with (y? 4 22)/2 < y + 2, we turn Equation (7.8) into

el < legepalle +

3 2r
<\ F ezl + 4 e

When choosing S;, let T' € [n] be the set of indices chosen in the sample. Applying Lemma 7.2.4
the estimate x* of x7 has

la* — 7l < g;wfggﬂm

f2 27" a;
Ve g el +\ e w
kaH[Wﬁm1+\ﬁ;mywﬂ

for j e U.

Let @ = [27k/f]\ (SoU---U Sj_1). We have |Q| > 277'k/f so E|Q N T|] > k/2f and
|QNT| > k/4f with failure probability e=**//). Conditioned on |Q N T| > k/4f, since xr has
at least |Q NT| > k/(4f) = 27/2k/4 > 29/2}; /4 possible choices of value at least |Z9ik/fl, ¥s; must
have at least k27/2/4 elements at least [Z9ik/f| — |2* — 27||0o. Therefore, for j € U,

1, k21/2 2r
ls; [l 2_4\/af g gl + — =@ =/ —)lzasey ]
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and therefore

T
D llzslh =
j=1

1 k27/2 o
lervsjlll > Z—4ﬁf2|\x[k/f3]lll+ 1 (1- ?)|x21’k/f|

jeu jeu

roon 1 2r
> —mf ||£U[k/f3]||1 + 1(1 - \/j)HaUHl
o 1 21 = /o
> Pl + 20 \C> S K Pyl (79)

j=1

Using (7.7) and (7.9) we get

r 1 - 1,1 [2r 1\, _.
o' = 2l = bl < (172 + 07 Pllogzzalh + Y- <0<> N ) £ o
[] 4./c Ve [k/£?] o Ve 8V e 8

< Pllagrmlh < Fllegglh

2
for some ¢ < 7

. Hence we use a total of %klogn = 10g?’fl/fl{:logn measurements for 1 + f2-
approximate 1 /{1 recovery.
For each j € {0,...,7} we had failure probability e~%*/f) + n=%1) (from Lemma 7.2.4 and

|QNT| > k/2f). By the union bound, our overall failure probability is at most

(log })(esz(km 40y < QKD 4 =20,

proving Theorem 7.2.3.

7.3 Adaptive /; lower bound

This section proves the following theorem:

Theorem 7.3.1. Any, possibly adaptive, (1+€)-approximate €1 /{1 recovery scheme with sufficiently
small constant failure probability & must make Q(%k/ log(k/€)) measurements.

Setting. One would like to estimate a vector x € R™ from m linear measurements Ajx, ..., A,x.
One may choose each vector A; based on Ayx,..., A;_1x, and must output z’ satisfying

" =i <O(1) - min [z —ylh
k-sparse y

We will show that ©(k//€) adaptive measurements are necessary, which shows that our 5(%1{: logn)
nonadaptive upper bound (Lemma 7.2.3) is tight up to logarithmic factors—even in the adaptive
setting.

A recent lower bound showed that 2(k/e) measurements are necessary in the ¢ setting [ACD11].
Our result can be seen as the ¢ analog of this result. Their techniques rely on special properties of
the 2-norm; namely, that it is a rotationally invariant inner product space and that the Gaussian is
both 2-stable and a maximum entropy distribution. Such techniques do not seem useful for proving
lower bounds for ¢;.
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Overview of section. In Section 7.3.1 we show how to relate a lower bound on bit complexity
to a lower bound on measurement complexity, with only a logn loss. In Section 7.3.2, we show
that recovering the locations of an € fraction of d ones in a vector of size n > d/e requires Q(ed)
bits. In Section 7.3.3 we establish a new lower bound on the communication complexity of a two-
party communication problem that we call Multify,. In Section 7.3.4 we show that successful sparse
recovery must solve one of the previous problems, giving a lower bound in bit complexity and hence
measurement complexity.

Section 7.3.5 is essentially an appendix to Section 7.3.3, showing that the Gapl,, problem is
hard on a particular distribution.

7.3.1 Bit complexity to measurement complexity

This section describes how a lower bound on bit complexity implies a lower bound on the number
of measurements.

Let X C R™ be a distribution with z; € {-n,... n?} for alli € [n] and € X. Here d = (1)
is a parameter. Given an adaptive compressed sensing scheme A, we define a (1 + €)-approximate
01 /¢y sparse recovery multiround bit scheme on X as follows.

Let A’ be the i-th (possibly adaptively chosen) measurement matrix of the compressed sensing
scheme. We may assume that the union of rows in matrices A',..., A" generated by A is an
orthonormal system, since the rows can be orthogonalized in a post-processing step. We can
assume that r < n.

Choose a random u € R™ from the distribution (0, & - I,,xy,), where ¢ = ©(1) is a parameter.
We require that the compressed sensing scheme outputs a valid result of (1+4-¢)-approximate recovery
on x+u with probability at least 1—4§, over the choice of u and its random coins. By Yao’s minimax
principle, we can fix the randomness of the compressed sensing scheme and assume that the scheme
is deterministic.

Let B! be the matrix A! with entries rounded to tlogn bits for a parameter ¢t = O(1). We
compute B'z. Then, we compute B'xz + A'u. From this, we compute A2, using the algorithm
specified by A as if B'z + Alu were equal to A'2’ for some z’. For this, we use the following
lemma, which is Lemma 5.1 of [DIPW10].

Lemma 7.3.2. Consider any m X n matriz A with orthonormal rows. Let B be the result of
rounding A to b bits per entry. Then for any v € R™ there exists an s € R™ with Bv = A(v — s)
and ||s|1 < n?27°|v]|;.

In general for i > 2, given Blx + Alu, B?x + A%u,...,B" 'z + A" 4 we compute A’, and
round to tlogn bits per entry to get B?. The output of the multiround bit scheme is the same as
that of the compressed sensing scheme. If the compressed sensing scheme uses 7 rounds, then the
multiround bit scheme uses r rounds. Let b denote the total number of bits in the concatenation
of discrete vectors Bz, B%x, ..., B"x.

Lemma 7.3.3. Fort=0(14 c+d), a lower bound of 2(b) bits for a multiround bit scheme with
error probability at most 0 + 1/n implies a lower bound of Q(b/((1 + ¢ + d)logn)) measurements
for (1 + €)-approzimate sparse recovery schemes with failure probability at most o.

Proof. Let A be a (14 ¢)-approximate adaptive compressed sensing scheme with failure probability
5. We will show that the associated multiround bit scheme has failure probability § + 1/n.

By Lemma 7.3.2, for any vector x € {—n?,... ,n%} we have Blz = Al(x+ s) for a vector s with
sl < n227t087|2l4, so ||s[l2 < n*57t||z|ls < n®PT47E Notice that u+ s ~ N (s, & - I xn). We
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use the following quick suboptimal upper bound on the statistical distance between two univariate
normal distributions, which suffices for our purposes.

Fact 7.3.4. (see section 3 of [Pol05]) The variation distance between N (61,1) and N(02,1) is
% + O(72), where T = |6y — 62]/2.

It follows by Fact 7.3.4 and independence across coordinates, that the variation distance between
N(0, #  Inxn) and N (s, # - Inxn) is the same as that between N (0, I,,x,) and N (s - n?, Inxn),
which can be upper-bounded as

"L 22 s

— o +0(n°s?) = Om?|s|l1+ns|3)

i
= 0% v/nlsll2 +n°|s]3)
O(nc/2+4+d—t + nc+7+2d—2t).

It follows that for t = O(1 + ¢ + d), the variation distance is at most 1/n?.

Therefore, if 7! is the algorithm which takes A!(x+u) and produces A2, then T*(A!(z+u)) =
TY(B'z + Alu) with probability at least 1 — 1/n2. This follows since Blx + Alu = A'(z +u + s)
and u + s and u have variation distance at most 1/n?.

In the second round, B2z + A%u is obtained, and importantly we have for the algorithm 72 in
the second round, T2(A%(z +u)) = T?(B?z + A%u) with probability at least 1 —1/n2. This follows
since A? is a deterministic function of A'u, and A'u and A%u are independent since A! and A? are
orthonormal while u is a vector of i.i.d. Gaussians (here we use the rotational invariance / symmetry
of Gaussian space). It follows by induction that with probability at least 1 —r/n? > 1 — 1/n, the
output of the multiround bit scheme agrees with that of A on input z + .

Hence, if m; is the number of measurements in round ¢, and m = Zgzl m;, then we have a
multiround bit scheme using a total of b = mtlogn = O(m(1 + ¢+ d)logn) bits and with failure
probability § + 1/n. O

7.3.2 Information lower bound for recovering noise bits

Definition 7.3.5. We say a set C C [q]? is a (d,q,€) code if any two distinct ¢, € C agree in at
most ed positions. We say a set X C {0, 1}d‘1 represents C if X is C concatenated with the trivial
code [q] — {0,1}7 given by i — e;.

Claim 7.3.6. For ¢ > 2/q, there exist (d,q,€) codes C of size ¢NeD by the Gilbert- Varshamov
bound (details in [DIPW10]).

Lemma 7.3.7. Let X C {0,1}% represent a (d,q,¢) code. Suppose y € R satisfies ||y — |1 <
(1 —¢)||z||1 for some x € X. Then we can recover x uniquely from y.

Proof. We assume y; € [0, 1] for all ¢; thresholding otherwise decreases ||y — z||;. We will show that
there exists no other 2’ € X with ||y — z[[; < (1 — €)||z||1; thus choosing the nearest element of X
is a unique decoder. Suppose otherwise, and let S = supp(z),T = supp(z’). Then

(I=ellzll = |z =yl
= |zl = llysllt + llygll
llysllt > llyglls + ed
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Since the same is true relative to 2’ and T', we have

lysllh + llyrlls > llysll + llyzll + 2ed
2llysnrllt > 2llysozrll + 2ed

lysnrll1 > ed

ISNT| > ed
This violates the distance of the code represented by X. O
Lemma 7.3.8. Let R = [s,cs] for some constant ¢ and parameter s. Let X be a permutation

independent distribution over {0,1}" with ||z||1 € R with probability p. If y satisfies ||x — y|1 <
(1 —¢)||z||1 with probability p’ with p' — (1 —p) = Q(1), then I(z;y) = Q(eslog(n/s)).

Proof. For each integer i € R, let X; C {0,1}" represent an (i,n/i,€) code. Let p; = Prpoex|[||z]1 =
i]. Let S, be the set of permutations of [n]. Then the distribution X’ given by (a) choosing
i € R proportional to p;, (b) choosing o € S,, uniformly, (¢) choosing x; € X; uniformly, and (d)
outputting 2’ = o(x;) is equal to the distribution (z € X | ||z|1 € R).

Now, because p’ > Pr[||z|1 ¢ R] + (1), 2’ chosen from X’ satisfies ||z’ — y|1 < (1 — ¢)||2’|1
with 6 > p/ — (1 — p) probability. Therefore, with at least §/2 probability, ¢ and o are such
that ||lo(x;) — ylli < (1 — €)||lo(x;)||1 with §/2 probability over uniform z; € X;. But given y
with ||y — o(x;)||1 small, we can compute y' = o~ 1(y) with ||/ — x;||1 equally small. Then by
Lemma 7.3.7 we can recover x; from y with probability §/2 over x; € X;. Thus for this ¢ and o,
I(z;y | i,0) > Qlog | X;|) = Q(deslog(n/s)) by Fano’s inequality. But then I(z;y) = E; o[I(x;y |
i,0)] = Q(6%eslog(n/s)) = Q(eslog(n/s)). O

7.3.3 Direct sum for distributional /.,

This section shows that the multiround communication complexity of r instances of the Gapfy,
problem is 7 times that of one instance.

We assume basic familiarity with communication complexity; see the textbook of Kushilevitz
and Nisan [KN97] for further background. Our reason for using communication complexity is
to prove lower bounds, and we will do so by using information-theoretic arguments. We refer the
reader to the thesis of Bar-Yossef [Bar02] for a comprehensive introduction to information-theoretic
arguments used in communication complexity.

We consider two-party randomized communication complexity. There are two parties, Alice and
Bob, with input vectors x and y respectively, and their goal is to solve a promise problem f(z,y).
The parties have private randomness. The communication cost of a protocol is its maximum
transcript length, over all possible inputs and random coin tosses. The randomized communication
complexity Rs(f) is the minimum communication cost of a randomized protocol IT which for every
input (x,y) outputs f(x,y) with probability at least 1 — § (over the random coin tosses of the
parties). We also study the distributional complexity of f, in which the parties are deterministic
and the inputs (z,y) are drawn from distribution p, and a protocol is correct if it succeeds with
probability at least 1 — ¢ in outputting f(z,y), where the probability is now taken over (x,y) ~ p.
We define D,, 5(f) to be the minimum communication cost of a correct protocol II.

We consider the following promise problem GapfZ | where B is a parameter, which was studied in
[SS02, BJKS04]. The inputs are pairs (x,y) of m-dimensional vectors, with z;,y; € {0,1,2,..., B}
for all i € [m], with the promise that (z,y) is one of the following types of instance:

e NO instance: for all ¢, |z; — y;| € {0,1}, or
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e YES instance: there is a unique ¢ for which |z; — y;| = B, and for all j # i, |z; — y;]| € {0, 1}.

The goal of a protocol is to decide which of the two cases (NO or YES) the input is in.

Consider the distribution o: for each j € [m], choose a random pair (Z;, P;) € {0,1,2,...,B} x
{0,1}\{(0,1), (B,0)}. If (Z;, P;) = (#,0), then X; = 2z and Y is uniformly distributed in {z, z+1};
if (Z;, Pj) = (2,1), then Y; = 2z and X is uniformly distributed on {z—1,2}. Let Z = (Z1,..., Zn)
and P = (P1,...,P,). Next choose a random coordinate S € [m]. For coordinate S, replace
(Xs,Ys) with a uniform element of {(0,0), (0,B)}. Let X = (X1,...,X,,) and Y = (Y1,...,Yn).

Using similar arguments to those in [BJKS04], we can show that there are positive, sufficiently
small constants dg and C' so that for any randomized protocol II which succeeds with probability
at least 1 — Jp on distribution o,

I(X,Y;11|Z,P) > CB—ZL, (7.10)
where, with some abuse of notation, II is also used to denote the transcript of the corresponding
randomized protocol, and here the input (X,Y) is drawn from o conditioned on (X,Y’) being a
NO instance. Here, II is randomized, and succeeds with probability at least 1 — dg, where the
probability is over the joint space of the random coins of II and the input distribution.

Our starting point for proving (7.10) is Jayram’s lower bound for the conditional mutual infor-
mation when the inputs are drawn from a related distribution (reference [70] on p.182 of [Bar(02]),
but we require several nontrivial modifications to his argument in order to apply it to bound the
conditional mutual information for our input distribution, which is o conditioned on (X,Y’) being
a NO instance. Essentially, we are able to show that the variation distance between our distribu-
tion and his distribution is small, and use this to bound the difference in the conditional mutual
information between the two distributions. The proof is rather technical, and we postpone it to
Section 7.3.5.

We make a few simple refinements to (7.10). Define the random variable W which is 1 if (X,Y)
is a YES instance, and 0 if (X,Y) is a NO instance. Then by definition of the mutual information,
if (X,Y) is drawn from ¢ without conditioning on (X,Y) being a NO instance, then we have

I(X,)Y;1I|\W, Z, P) > %I(X,Y;H|Z,P,W:O)
— Q(m/BY).
Observe that
I(X,Y;1|S,W, Z,P) > I(X,Y;|W, Z, P) — H(S) = Q(m/B?), (7.11)

where we assume that Q(m/B?) — logm = Q(m/B?). Define the constant §; = Jp/4. We now
define a problem which involves solving r copies of GapKOBO.

Definition 7.3.9 (Multitz” Problem). There are r pairs of inputs (z',y), (22,92), ..., (z",y")
such that each pair (z',y') is a legal instance of the GaplZ problem. Alice is given z',...,z". Bob
is given y',...,y". The goal is to output a vector v € {NO,Y ES}", so that for at least a 1 — &;
fraction of the entries i, v; = GaplZ (2, y*).

Remark. Notice that Definition 7.3.9 is defining a promise problem. We will study the distribu-
tional complexity of this problem under the distribution o”, which is a product distribution on the
r instances (x',yb), (22,9%),..., (2", y").
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Theorem 7.3.10. D, s, (Multitz?) = Q(rm/B2).

Proof. Let II be any deterministic protocol for Multi¢%? which succeeds with probability at least
1 — ¢ in solving Multit%? when the inputs are drawn from ¢”, where the probability is taken over
the input distribution. We show that IT has communication cost (rm/B?).

Let XLyt st wl zt Pl .. X" Y7, 8", W",Z", and P" be the random variables associated
with o”, i.e., X7, Y7, 87 W3 PJ and Z7 correspond to the random variables X,Y,S,W,Z, P as-
sociated with the j-th independent instance drawn according to o, defined above. We let X =
(X1 X", X< = (XY,..., X771, and X7 equal X without X7. Similarly we define these
vectors for Y, S, W, Z and P.

By the chain rule for mutual information, I(X?!,..., X", Y1 ... Y":1|S,W, Z, P) is equal to
22:1 I(XI Y3, U X<, Y<I S,W, Z, P). Let V be the output of II, and V; be its j-th coordinate.
For a value j € [r], we say that j is good if Prx y [V; = GaptZ (X7, Y7)] > 1 — %. Since II succeeds
with probability at least 1 — §; = 1 — dp/4 in outputting a vector with at least a 1 — dy/4 fraction
of correct entries, the expected probability of success over a random j € [r] is at least 1 —dp/2, and
so by a Markov argument, there are () good indices j.

Fix a value of j € [r] that is good, and consider I(X7,Y7;TI| X</ Y<J S W, Z, P). By expand-
ing the conditioning, I(X7,Y7/; | X</, Y </ S W, Z, P) is equal to

Ew,y,s,w,z,p[I(ijyj;H ’ (X<j7y<jasij7Wﬁj7zij7pij) = (aj:yvs?w?Zap)’S]')WjaZjvpj)](712)

For each z,y,s,w, z,p, define a randomized protocol Il y s - p for Gap/Z under distribution o.
Suppose that Alice is given a and Bob is given b, where (a,b) ~ o. Alice sets X7 = a, while Bob
sets Y7 = b. Alice and Bob use z, y, s, w, z and p to set their remaining inputs as follows. Alice sets
X<J =z and Bob sets Y<J = y. Alice and Bob can randomly set their remaining inputs without
any communication, since for j' > j, conditioned on S9', W4, Z7', and P7', Alice and Bob’s inputs
are independent. Alice and Bob run IT on inputs X, Y, and define Il s v . p(a,b) = V;. We say a
tuple (z,y, s, w, z,p) is good if

)I{D?[v;- =GaplB (X7 Y | XV =2, Y I =y, 8T =s Wi =wZ7=2P 7 =p >1-0.

By a Markov argument, and using that j is good, we have Pry y s w2 p[(2,y, s, w, 2, p) is good | =
Q(1). Plugging into (7.12), I(X7,Y7; | X <7, Y<J, S, W, Z, P) is at least a constant times

Ew,y,s,w,z,p[I(Xij; H|(X<j7 Y<j7 S_ja W_jv Z_jv P_]) = (33’, Yy,s,w, z,p),
SI W, 79, P7 (x,y,s,w,2,p) is good)].
For any (z,y, s, w, z,p) that is good, Il 4 s w - p(a,b) = V; with probability at least 1 — g, over the
joint distribution of the randomness of Il y s w.-p and (a,b) ~ 0. By (7.11),
Ew,y,s,w,z,p[I(Xja YJ? H|(X<Ja Y<j> S_jv W_ja Z_j7 P_]) = (l‘, Y,s,w, Zap)v

ST WI, 27, PI (z,y,s,w,z,p) is good] = Q (%) .
Since there are Q(r) good indices j, we have I(X!,..., X";1I|S,W, Z, P) = Q(mr/B?). Since the
distributional complexity Dag(;l(MuItiég’oB) is at least the minimum of I(X!,..., X" |S, W, Z, P)
over deterministic protocols II which succeed with probability at least 1 — §; on input distribution
0", it follows that Dyr 5, (Multis?) = Q(mr/B2). O
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7.3.4 The overall lower bound

This section gives a lower bound for multiround bit schemes.

Fix parameters B = O(1/¢/?), r = k, m = 1/é3/?, and n = k/e>. Given an instance
(2t yh), ..., (2", y") of Multi¢? we define the input signal z to a sparse recovery problem. We
allocate a set S* of m disjoint coordinates in a universe of size n for each pair (z¢,y%), and on these
coordinates place the vector 3° — z%. The locations turn out to be essential for the proof of Lemma
7.3.12 below, and are placed uniformly at random among the n total coordinates (subject to the
constraint that the S? are disjoint). Let p be the induced distribution on z.

Fix a (1 + €)-approximate k-sparse recovery multiround bit scheme Alg that uses b bits and
succeeds with probability at least 1 — d1/4 over z ~ p. Let S be the set of top k coordinates in z.
Alg has the guarantee that if it succeeds for z ~ p, then there exists a small u with |lu; < n=2 so
that w = Alg(z) satisfies

lw =z —uli < (1 + Oz +uw)mpslh
lw = zlls < (1 + €)llzgapslls + (2 +€)/n?
< (1426 [z s

and thus

l(w = 2)sll + [[(w = 2)pp sl < (14 26)[2paps]- (7.13)
We will show that satisfying (7.13) with 1 — &; /4 probability requires b = Q(k/e'/?).
Lemma 7.3.11. For B = O(1/¢"/?) sufficiently large, suppose that

1)
Pr[(w - 2)sll < 106z slh] > 1= 5

Then Alg requires b = Q(k/e'/?).

Proof. We show how to use Alg to solve instances of MuItiE B with probability at least 1 — 41,
where the probability is over input instances to Multi¢%? distributed according to o”, inducing the
distribution p on z. The lower bound will follow by Theorem 7.3.10. Let w be the output of Alg.

Given ', ..., 2", Alice places —x’ on the appropriate coordinates in the set S’ used in defining
2z, obtaining a vector z4ic.. Given y!,...,y", Bob places the »’ on the appropriate coordinates in
St. He thus creates a vector zpy, for which zapice + 2Bob = 2. In round i, Alice transmits Bz jice
to Bob, who computes B.(zAlwe + zBob) and transmits it back to Alice. Alice can then compute
Bi(z)+ A'(u) for a random u ~ N(0, & - I;,x,,). We can assume all coordinates of the output vector
w are in the real interval [0, B], since rounding the coordinates to this interval can only decrease
the error.

For each i we say that S° is bad if either

e there is no coordinate j in S* for which |w;| > % B yet (2,9") is a YES instance of GaplZ | or

e there is a coordinate j in S* for which \wJ] > L yet either (27, 4") is a NO instance of GaptZ
or j is not the unique j* for which y] = B

The ¢;-error incurred by a bad block is at least B/2 — 1. Hence, if there are ¢ bad blocks, the
total error is at least #(5B/2 — 1), which must be smaller than 10e - ||z}, g[[1 with probability 1 — 4.
Suppose this happens.

145



We bound ¢. All coordinates in z(,)\ g have value in the set {0,1}. Hence, [|z,)\sll1 < rm. So
t <20erm/(B — 2). For B > 6, t < 30erm/B. Plugging in r, m and B, t < Ck, where C' > 0 is a
constant that can be made arbitrarily small by increasing B = ©(1/€e'/2).

Here we choose C' = §;. We also condition on |Ju|s < n™¢ for a sufficiently large constant ¢ > 0,
which occurs with probability at least 1 — 1/n. Hence, with probability at least 1 — §,/2 — 1/n >
1 — 61, we have a 1 — §; fraction of indices i for which the following algorithm correctly outputs
Gaploo(z',y'): if thereis a j € S* for which |w;| > B/2, output YES, otherwise output NO. It follows
by Theorem 7.3.10 that Alg requires b = Q(k/e'/?), independent of the number of rounds. O

Lemma 7.3.12. Suppose Pr.,[[[(w — 2)ppslli < (1 —8¢) - |z slli] = 01/4. Then Alg requires
b= Q(klog(1/€)/e/?).

Proof. By Lemma 7.3.8, we have I (w; z) = Q(emrlog(n/(mr))), which implies that b = Q(emr log(n/(mr))),
independent of the number r of rounds used by Alg, since the only information about the signal is
in the concatenation of B'z,..., B z. ]

Finally, we combine our Lemma 7.3.11 and Lemma 7.3.12.

Theorem 7.3.1. Any, possibly adaptive, (14e€)-approzimate €1 /1 recovery scheme with sufficiently
small constant failure probability § must make Q(ﬁk/ log(k/€e)) measurements.

Proof. We will lower bound the number of bits used by any ¢;/¢; multiround bit scheme Alg. In
order to satisfy (7.13), we must either have |[(w — 2)s|1 < 10¢ - |[zppsll1 or [[(w — 2)ppsl <
(1 — 8¢)||zn)\sll1- Since Alg succeeds with probability at least 1 — §1/4, it must either satisfy
the hypothesis of Lemma 7.3.11 or Lemma 7.3.12. But by these two lemmas, it follows that
b= Q(k/e'/?). Therefore by Lemma 7.3.3, any (1 + ¢)-approximate ¢; /{1 sparse recovery algorithm
succeeding with probability at least 1 — d1/4 + 1/n = 1 — Q(1) requires Q(k/(e'/? - log(k/¢)))
measurements. ]

7.3.5 Switching distributions from Jayram’s distributional bound

We first sketch a proof of Jayram’s lower bound on the distributional complexity of GaptZ [Jay02],
then change it to a different distribution that we need for our sparse recovery lower bounds. Let
X,Y € {0,1,...,B}™. Define distribution x4 as follows: for each j € [m], choose a random
pair (Z;, P;) € {0,1,2,...,B} x {0,1}\ {(0,1), (B,0)}. If (Z;, P;) = (#,0), then X; = z and Yj is
uniformly distributed in {2,z 4 1}; if (Z;, Pj) = (2,1), then Y; = z and X is uniformly distributed
on{z—1,z}. Let X = (Xq,..., X)), Y=W,....Y), Z2=(Z1,...,Zy) and P = (Py,..., Pp).
The other distribution we define is 6”2, which is the same as distribution ¢ in Section 7.3.3
(we include m and B in the notation here for clarity). This is defined by first drawing X and Y
according to distribution ™. Then, we pick a random coordinate S € [m] and replace (X, Ys)
with a uniformly random element in the set {(0,0), (0, B)}.
Let II be a deterministic protocol that errs with probability at most § on input distribution
omB.
By the chain rule for mutual information, when X and Y are distributed according to u™?%,

m
I(X,Y;1|Z,P) = Y I(X;,Y;MX, Y, Z,P),
i=1



which is equal to

m
ZEQ?»?J:Z»P[I(XJ’ ]7]:[ ‘Z’P]7X<j = x7Y<] = y? Z_] = Z’P_] :p)]‘
j=1

Say that an index j € [m] is good if conditioned on S = j, IT succeeds on % with probability at
least 1 — 20. By a Markov argument, at least m/2 of the indices j are good. Fix a good index j.

We say that the tuple (z,v, z,p) is good if conditioned on S = j, X<V =2, Y<I =y, 777 = 2
and P~ = p, II succeeds on o™ with probability at least 1 — 45. By a Markov bound, with
probability at least 1/2, (x,y, z,p) is good. Fix a good (z,y, z, p).

We can define a single-coordinate protocol Il , . ;, ; as follows. The parties use x and y to fill in
their input vectors X and Y for coordinates j' < j. They also use Z~7 = z, P~7 = p, and private
randomness to fill in their inputs without any communication on the remaining coordinates j’ > j.
They place their single-coordinate input (U, V') on their j-th coordinate. The parties then output
whatever IT outputs.

It follows that II, , ., ; is a single-coordinate protocol II' which distinguishes (0, 0) from (0, B)
under the uniform distribution with probability at least 1—44. For the single-coordinate problem, we
need to bound (X, Y;;II'| Z;, P;) when (X}, Y;) is uniformly random from the set {(Z;, Z;), (Z;, Z;+
1)} if Pj =0, and (X}, Y;) is uniformly random from the set {(Z;, Z;),(Z; — 1, Z;)} if P; = 1. By
the same argument as in the proof of Lemma 8.2 of [BJKS04], if IT;, ,, denotes the distribution on
transcripts induced by inputs v and v and private coins, then we have

I(X;, Y3310\ Z5, Py) > Q(1/B?) - (B (g 0,11 ) + h* (I 0, 1T ), (7.14)

where

5 S (Vaw) - vBw)?

weN

is the Hellinger distance between distributions « and 8 on support €. For any two distributions «
and [, if we define

Dry(a, B) = Z\a w)|

wEQ

to be the variation distance between them, then /2 - h(a, 8) > Dy (a, 8) (see Proposition 2.38 of
[Bar02]).

Finally, since IT' succeeds with probability at least 1 — 46 on the uniform distribution on input
pair in {(0,0), (0, B)}, we have

\/5 : h( 6,07 6,3) > DTV(HE),Ov 6,3) = Q(l)
Hence,

I(X;, Y 0|25, P, X =2, Y =y, Z7 =2, P77 =p)
=Q(1/B%)
for each of the Q(m) good j. Thus I(X,Y;TI|Z, P) = Q(m/B?) when inputs X and Y are dis-

tributed according to ;™%, and II succeeds with probability at least 1 — ¢ on X and Y distributed
according to o™ 5.
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Changing the distribution. Consider the distribution
(™ = (o™ | (Xs,Ys) = (0,0)).

We show I(X,Y;11|Z) = Q(m/B?) when X and Y are distributed according to ¢"»? rather than
according to p™5.

For X and Y distributed according to ("5, by the chain rule we again have that I(X,Y;II|Z, P)
is equal to

m
S By epll(X;, Y 1|25, P XS =2, Y =y, 277 = 2, P =p)].
7=1

Again, say that an index j € [m] is good if conditioned on S = j, II succeeds on ¢™® with
probability at least 1 — 20. By a Markov argument, at least m/2 of the indices j are good. Fix a
good index j.

Again, we say that the tuple (z,y,z,p) is good if conditioned on S = j, X</ = 2, Y/ =y,
779 =z and P~ = p, II succeeds on 0P with probability at least 1 — 45. By a Markov bound,
with probability at least 1/2, (z,y, z,p) is good. Fix a good (x,y, z, p).

As before, we can define a single-coordinate protocol Il ., ;. The parties use x and y to fill
in their input vectors X and Y for coordinates j' < j. They can also use Z7 = z, P~ = p, and
private randomness to fill in their inputs without any communication on the remaining coordinates
j' > j. They place their single-coordinate input (U, V'), uniformly drawn from {(0,0), (0, B)},
on their j-th coordinate. The parties output whatever IT outputs. Let II' denote IL,, ., ; for
notational convenience.

The first issue is that unlike before II' is not guaranteed to have success probability at least
1 — 46 since I is not being run on input distribution 6% in this reduction. The second issue is in
bounding I(X;,Y;;IU'|Z;, P;) since (X;,Y;) is now drawn from the marginal distribution of (™%
on coordinate j.

Notice that S # j with probability 1 — 1/m, which we condition on. This immediately resolves
the second issue since now the marginal distribution on (Xj;,Y;) is the same under (" as it was
under ¢™%; namely it is the following distribution: (X j,Y;) is uniformly random from the set
{(Z;,Z;),(Z;,Z; + 1)} if P; = 0, and (X}, Y}) is uniformly random from the set {(Z;, Z;),(Z; —
1,Z;)}if P =1.

We now address the first issue. After conditioning on S # j, we have that (X7, Y ~7) is drawn
from ¢™~LB. If instead (X7, Y 7) were drawn from p™~ 15, then after placing (U, V) the input
to IT would be drawn from ¢™? conditioned on a good tuple. Hence in that case, II' would succeed
with probability 1 — 4. Thus for our actual distribution on (X~7,Y /), after conditioning on
S # j, the success probability of IT' is at least

1—46 — DTV(,LLm_l’B, Cm—l,B)‘

Let C*™~LB be the random variable which counts the number of coordinates i for which
(X;,Y;) = (0,0) when X and Y are drawn from g™ 1B, Let C¢™~1LE be a random variable
which counts the number of coordinates ¢ for which (X;,Y;) = (0,0) when X and Y are drawn
from ¢™~5B. Observe that (X;,Y;) = (0,0) in p only if P, = 0 and Z; = 0, which happens with
probability 1/(2B). Hence, C*™~ 1B is distributed as Binomial(m — 1,1/(2B)), while C¢™~1L.5 g
distributed as Binomial(m —2,1/(2B))+1. We use y/ to denote the distribution of C*™~15 and ¢’
to denote the distribution of C¢™~15_ Also, let ¢ denote the Binomial(m —2,1/(2B)) distribution.
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Conditioned on C*™~1LB = CGm=1.B e have that ;™ 18 and ("™ 18 are equal as distributions,
and so

Dyy (u™ P, ¢" Py < Dpy (i, ).
We use the following fact:

Fact 7.3.13. (see, e.g., Fact 2.4 of [GMRZ11]). Any binomial distribution X with variance equal
to o2 satisfies Dy (X, X +1) < 2/0.

By definition,
p'=(1-1/(2B)) ++1/2B)-¢.

Since the variance of the Binomial(m — 2,1/(2B)) distribution is
(m—=2)/(2B)-(1-1/(2B)) = m/(2B)(1 - o(1)),
applying Fact 7.3.13 we have

Drv(' () = Drv((1=1/(2B)) o+ (1/(2B)) ¢,
= Sl 1/@B) et (1/2B) ¢ = ¢y

= (1-1/(2B))- Drv(1,¢")
W2 1 ot)

:o( g).

It follows that the success probability of IT' is at least

1—46—O<UB> >1—50.
m

Let E be an indicator random variable for the event that S # j. Then H(E) = O((logm)/m).
Hence,

I(X;,Y;;11') Z;, Pj) I(X;,Y;;1U'|Z;, Py, E) — O((log m)/m)
(1—1/m) - I(X;,Y;;I'|Z;, P;, S # j) — O((logm)/m)

O(1/B%),

AV

where we assume that Q(1/B2) — O((logm)/m) = Q(1/B?).
Hence, I(X,Y;11|Z, P) = Q(m/B?) when inputs X and Y are distributed according to ¢"™5,
and II succeeds with probability at least 1 —§ on X and Y distributed according to ¢ 5.

7.4 Lower bounds for k-sparse output

Theorem 7.4.1. Any 1 + e-approzimate ¢1/¢, nonadaptive recovery scheme with k-sparse output
and failure probability § requires m = Q(%(klog% + log %)), for 32 < % < ne’/k.

Theorem 7.4.2. Any 1 + e-approzimate {2 /ly nonadaptive recovery scheme with k-sparse output
and failure probability § requires m = Q(e%(k‘ + log %)), for 32 < % < ne’/k.
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These two theorems correspond to four statements: one for large k and one for small é for both
¢1 and /5.

All the lower bounds proceed by reductions from communication complexity. The following
lemma (implicit in [DIPW10]) shows that lower bounding the number of bits for approximate
recovery is sufficient to lower bound the number of measurements.

Lemma 7.4.3. Let p € {1,2} and o = Q(1) < 1. Suppose X C R™ has ||z|[, < D and ||z| < D’
for all x € X, and all coefficients of elements of X are expressible in O(logn) bits. Further suppose
that we have a recovery algorithm that, for any v with ||v|, < aD and ||V|s < D', recovers x € X
from A(x + v) with constant probability. Then A must have 2(log|X|) measurements.

Proof. First, we may assume that A € R™*" has orthonormal rows (otherwise, if A = ULV is
its singular value decomposition, XU A has this property and can be inverted before applying
the algorithm). Let A’ be A rounded to clogn bits per entry. By Lemma 7.3.2, for any v we have
A'v = A(v — s) for some s with ||s|[; < n?27¢87|v||1, so ||s]l, < n22¢|v|,.

Suppose Alice has a bit string of length rlog|X| for » = ©(logn). By splitting into r blocks,
this corresponds to x1,...,z, € X. Let 5 be a power of 2 between /2 and «/4, and define

T
zj = Z Bx;.
i=

Alice sends A’z to Bob; this is O(mlogn) bits. Bob will solve the augmented indexing problem—
given A'z;, arbitrary j € [r], and z1,...,2;-1, he must find x; with constant probability. This
requires A’z; to have Q(rlog|X]|) bits, giving the result.

Bob receives A'z1 = A(z1 + s) for ||s]li < n?°7¢||z1], < n?5¢D. Bob then chooses u €
Bg(n4'5*CD) uniformly at random. With probability at least 1 —1/n, u € By ((1 — 1/n?)n*5=¢D)
by a volume argument. In this case u + s € B (n*57¢D); hence the random variables u and u + s
overlap in at least a 1 — 1/n fraction of their volumes, so z; + s + u and z; + v have statistical
distance at most 1/n. The distribution of z; + u is independent of A (unlike z; + s) so running the
recovery algorithm on A(z; + s + u) succeeds with constant probability as well.

We also have || z;]|, < 5j1__ﬁg+1 D < 2(87 — ") D. Since r = O(logn) and 3 is a constant, there
exists a ¢ = O(1) with

Iz + s +ullp < (267 + 057 +n>7° —28")D < g/~ aD

for all j.
Therefore, given x1,...,2;_1, Bob can compute
Lo / i 1
E(A 21+ Au— A Zﬂ z;) = A(z; + E(Z]q_l +s+u)) =Alz; +y)

i<j

for some y with ||y||, < aD. Hence Bob can use the recovery algorithm to recover z; with con-
stant probability. Therefore Bob can solve augmented indexing, so the message A’z; must have
Q(lognlog | X|) bits, so m = Q(log | X]). O

We will now prove another lemma that is useful for all four theorem statements.
Let z € {0,1}" be k-sparse with supp(xz) C S for some known S. Let v € R™ be a noise

vector that roughly corresponds to having O(k/eP) ones for p € {1,2}, all located outside of S.
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We consider under what circumstances we can use a (1 + €)-approximate £, /¢, recovery scheme to
recover supp(z) from A(x + v) with (say) 90% accuracy.

Lemma 7.4.4 shows that this is possible for p = 1 when |S| < k/e and for p = 2 when |S| <
2k. The algorithm in both instances is to choose a parameter p and perform sparse recovery on
A(x + v+ z), where z; = pu for i € S and z; = 0 otherwise. The support of the result will be very
close to supp(z).

Lemma 7.4.4. Let S C [n] have |S| < s, and suppose x € {0,1}" satisfies supp(z) C S and
lzsllh = k. Let p € {1,2}, and v € R™ satisfy ||vs]leo < a, |[V|][h < 7, and ||[V|o < D for some
constants o < 1/4 and D = O(1). Suppose A € R™*™ is part of a (1 + €)-approximate k-sparse
L,/ recovery scheme with failure probability 6.

Then, given A(xs + v), Bob can with failure probability § recover Tg that differs from xg in at
most k/c locations, as long as either

k k
p—las—@(g)ﬂ“—@(&) (7.15)
or
k
p:2,5:2k,r:@(ﬁ) (7.16)

Proof. For some parameter p > D, let z; = pfor i € S and z; = 0 elsewhere. Consider y = xg+v+=2.
Let U = supp(xg) have size k. Let V' C [n] be the support of the result of running the recovery
scheme on Ay = A(zg+v)+ Az. Then we have that xg+ 2z is p+ 1 over U, p over S\ U, and zero
elsewhere. Since |lu + o[l < p(|lullh + |[v||b) for any u and v, we have

lyzllh < p(ll(zs + 2)gl5 + v15)
<p((s —k)p’ +1)
< p(r + spP).

Since [|vs||oo < @ and [|vglleo < p, we have

lyolloo > n+1—a
lyglloo < p+a
We then get
lywlly = llygllp + llyonv Ip = lyollp
2 lygly + IVAUI((k+1 = a)? = (b + )?)
= llygllp + VA UI1 + (2p = 2)p)(1 = 20)

where the last step can be checked for p € {1,2}. So

(14 (2p = 2)p)(1 - 2a)
p(r + spP)

lyvllp = llygllp(1 + VAU

)
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However, V is the result of 1 + e-approximate recovery, so

lyvlle < lly = 9llp < (1 +)llyglly
lyvlly < (L+ (2p = De)llygli;

for p € {1,2}. Hence

(14 (2p—2)p)(1 — 2a)
p(r + spP)

VAU < (2p —1)e

for v < 1/4, this means

€(2p — Vp(r + sp”)

2
V\U| <
VAUl= 1+ (2p—2)p

Plugging in the parameters p=1,s =r = %, uw =D gives

€ 27"
o< 20D ok

k _ 1
dQGQ’H — de gives

Plugging in the parameters p =2,¢ =2,r =

12¢(3r) 18k

VAUl <L
VAUl T =

Hence, for d = O(c), we get the parameters desired in the lemma statement, and
k
VAU| < —.
VAUl = o

Bob can recover V' with probability 1 — §. Therefore he can output 2’ given by 2} = 1ifi € V
and z; = 0 otherwise. This will differ from xg only within (V' \ U UU \ V'), which is at most k/c
locations. O

741 k>1

Suppose p, s, 3r satisfy Lemma 7.4.4 for some parameter ¢, and let ¢ = s/k. The Gilbert-Varshamov
bound implies that there exists a code V' C [g|" with log |V| = Q(rlog¢) and minimum Hamming
distance r/4. Let X C {0,1}9" be in one-to-one correspondence with V: x € X corresponds to
v €V when z(4_1)q4p = 1 if and only if v, = b.

Let x and v correspond. Let S C [r] with |S| = k, so S corresponds to a set 7" C [n] with
|T| = kq = s. Consider arbitrary v that satisfies ||v|, < |z, and ||V« < « for some small
constant a < 1/4. We would like to apply Lemma 7.4.3, so we just need to show we can recover z
from A(x + v) with constant probability. Let v/ = x5 + v, so

V112 < pUlezlE + IVIE) < p(r — k +aPr) < 3r
IWelloe < 14a

[V7lloe < @

Therefore Lemma 7.4.4 implies that with probability 1 — ¢, if Bob is given A(xy + V') = A(z + v)
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he can recover z’ that agrees with xp in all but k/c locations. Hence in all but k/c of the i € S,
TL(i—1)q41,..siq} = xf{(ifl)qﬂw’iq}, so he can identify v;. Hence Bob can recover an estimate of vg
that is accurate in (1—1/¢)k characters with probability 1—4, so it agrees with vg in (1—1/¢)(1-9)k
characters in expectation. If we apply this in parallel to the sets S; = {k(i — 1) + 1,...,ki} for
i € [r/k], we recover (1 —1/c)(1 — 0)r characters in expectation. Hence with probability at least
1/2, we recover more than (1 — 2(1/c + §))r characters of v. If we set § and 1/c to less than
1/32, this gives that we recover all but r/8 characters of v. Since V' has minimum distance r/4,
this allows us to recover v (and hence z) exactly. By Lemma 7.4.3 this gives a lower bound of
m = Q(log |V]) = Q(rlogq). Hence m = Q(Lklogl) for ¢1/¢; recovery and m = Q(%k) for £3/l
recovery.

7.4.2 k=1,6=o0(1)

To achieve the other half of our lower bounds for sparse outputs, we restrict to the k = 1 case. A
k-sparse algorithm implies a 1-sparse algorithm by inserting £ — 1 dummy coordinates of value oo,
so this is valid.

Let p,s,51r satisfy Lemma 7.4.4 for some a and D to be determined, and let our recovery
algorithm have failure probability §. Let C' = 1/(2rd) and n = Cr. Let V = [(s — 1)C]" and let
X" € {0,1}=1DC" be the corresponding binary vector. Let X = {0} x X’ be defined by adding
zo = 0 to each vector.

Now, consider arbitrary z € X and noise v € R~V with ||y, < al|z|, and ||¥|ls < o for
some small constant o < 1/20. Let /5 be the vector that is 1/5 at 0 and 0 elsewhere. Consider
thesets S; = {0, (s—1)(i—1)+1,(s—1)(i—1)+2,...,(s—1)i}. We would like to apply Lemma 7.4.4
to recover (z + v + €%/5)g, for each i.

To see what it implies, there are two cases: ||zssil[1 = 1 and ||zg,;||1 = 0 (since S; lies entirely
in one character, [|zg,|l1 € {0,1}). In the former case, we have v/ = 25+ v + eV /5 with

V112 < (2p = D(lleg 2 + I + 1e°/5]2) < 3(r + aPr + 1/57) < 4r
Willoo <14
IV lloo < 1/5+a < 1/4

Hence Lemma 7.4.4 will, with failure probability 4, recover x’sl that differs from zg, in at most
1/c < 1 positions, so zg, is correctly recovered.

Now, suppose ||zg,||1 = 0. Then we observe that Lemma 7.4.4 would apply to recovery from
5A(x + v+ €/5), with v/ = 52 + 5v and 2’ = €°, so

1115 < 57p(llz|p + [[v[I}) < 5p(r + afr) < 51r
[ loo < 5+ 501

18, llo0 < Bev.

Hence Lemma 7.4.4 would recover, with failure probability §, an :L'igz with support equal to {0}.
Now, we observe that the algorithm in Lemma 7.4.4 is robust to scaling the input A(z' + 1) by
5; the only difference is that the effective 1 changes by the same factor, which increases the number
of errors k/c by a factor of at most 5. Hence if ¢ > 5, we can apply the algorithm once and have it
work regardless of whether ||zg,[|1 is 0 or 1: if ||zg,||1 = 1 the result has support supp(z;), and if
|lzs;|l1 = 0 the result has support {0}. Thus we can recover xg, exactly with failure probability .
If we try this to the Cr = 1/(29) sets S;, we recover all of x correctly with failure probability
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at most 1/2. Hence Lemma 7.4.3 implies that m = Q(log |X|) = Q(rlog 5). For £1//1, this means
m = Q(2log $); for £5/0s, this means m = Q(}2 log %)
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