
CS388:	Natural	Language	Processing	
Lecture	9:	CNNs,	Neural	CRFs

Greg	Durrett

Administrivia

‣ Project	1	due	today	at	5pm

‣ Mini	2	out	tonight,	due	in	two	weeks

This	Lecture
‣ CNNs

‣ CNNs	for	SenLment

‣Neural	CRFs CNNs



ConvoluLonal	Layer
‣ Applies	a	filter	over	patches	of	the	input	and	returns	that	filter’s	acLvaLons
‣ ConvoluLon:	take	dot	product	of	filter	with	a	patch	of	the	input

Each	of	these	cells	is	a	vector	with	mulLple	values 
Images:	RGB	values	(3	dim);	text:	word	vector	(50+	dim)

image:	n	x	n	x	k filter:	m	x	m	x	k
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ConvoluLonal	Layer

image:	n	x	n	x	k acLvaLons:	(n	-	m	+	1)	x	(n	-	m	+	1)	x	1filter:	m	x	m	x	k

‣ Applies	a	filter	over	patches	of	the	input	and	returns	that	filter’s	acLvaLons
‣ ConvoluLon:	take	dot	product	of	filter	with	a	patch	of	the	input

ConvoluLons	for	NLP

‣ Combines	evidence	locally	in	a	sentence	and	produces	a	new	(but	sLll	
variable-length)	representaLon	

‣ Input	and	filter	are	2-dimensional	instead	of	3-dimensional

the	movie	was	good

vector	for	each	word

sentence:	n	words	x	k	vec	dim filter:	m	x	k acLvaLons:	(n	-	m	+	1)	x	1

Compare:	CNNs	vs.	LSTMs

‣ Both	LSTMs	and	convoluLonal	layers	transform	the	input	using	context

the	movie	was	good the	movie	was	good

n	x	k

c	filters, 
m	x	k	each

O(n)	x	c

n	x	k

n	x	2c

BiLSTM	with  
hidden	size	c

‣ LSTM:	“globally”	looks	at	the	enLre	sentence	(but	local	for	many	problems)

‣ CNN:	local	depending	on	filter	width	+	number	of	layers



CNNs	for	SenLment

CNNs	for	SenLment	Analysis

the	movie	was	good

n	x	k

c	filters, 
m	x	k	each

n	x	c

max	pooling	over	the	sentence

c-dimensional	vector

projecLon	+	so`max

P (y|x)

W

‣Max	pooling:	return	the	max	
acLvaLon	of	a	given	filter	
over	the	enLre	sentence;	
like	a	logical	OR	(sum	
pooling	is	like	logical	AND)
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‣ Filter	“looks	like”	the	things	that	will	cause	it	to	have	high	acLvaLon

Understanding	CNNs	for	SenLment
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Understanding	CNNs	for	SenLment
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‣ Filters	are	iniLalized	randomly	and	then	learned
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Features	for	
classificaLon	layer	
(or	more	NN	layers)

‣ Takes	variable-length	input	and	turns	it	into	fixed-length	output

Understanding	CNNs	for	SenLment
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‣Word	vectors	for	similar	words	are	similar,	so	convoluLonal	filters	will	
have	similar	outputs

Understanding	CNNs	for	SenLment
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‣ Analogous	to	bigram	features	in	bag-of-words	models

}
}

‣ Indicator	feature	of	text	containing	bigram	<->	max	pooling	of	a	filter	that	
matches	that	bigram

Understanding	CNNs	for	SenLment What	can	CNNs	learn?

the	movie	was	not	good

the	movie	was	not	really	all	that	good

the	cinematography	was	good,	the	music	great,	but	the	movie	was	bad

I	entered	the	theater	in	the	bloom	of	youth	and	le>	as	an	old	man



Deep	ConvoluLonal	Networks
‣ Low-level	filters:	extract	low-level	features	from	the	data

Zeiler	and	Fergus	(2014)

Deep	ConvoluLonal	Networks
‣ High-level	filters:	match	larger	and	more	“semanLc	pajerns”

Zeiler	and	Fergus	(2014)

CNNs:	ImplementaLon

‣ Input	is	batch_size	x	n	x	k	matrix,	filters	are	c	x	m	x	k	matrix	(c	filters)

‣ All	computaLon	graph	libraries	support	efficient	convoluLon	operaLons

‣ Typically	use	filters	with	m	ranging	from	1	to	5	or	so	(mulLple	filter	
widths	in	a	single	convnet)

CNNs	for	Sentence	ClassificaLon
‣QuesLon	classificaLon,	
senLment,	etc.

Kim	(2014)

‣ Conv+pool,	then	use	feedforward	
layers	to	classify

the	movie	was	good

W

‣ Can	use	mulLple	types	of	input	
vectors	(fixed	iniLalizer	and	
learned)



Sentence	ClassificaLon

quesLon	type	
classificaLon

subjecLvity/objecLvity	
detecLon

movie	review	
senLment

product	
reviews

‣ Also	effecLve	at	document-level	text	classificaLon
Kim	(2014)

Neural	CRF	Basics

NER	Revisited

‣ Features	in	CRFs:	I[tag=B-LOC	&	curr_word=Hangzhou], 
I[tag=B-LOC	&	prev_word=to],	I[tag=B-LOC	&	curr_prefix=Han]

Barack	Obama	will	travel	to	Hangzhou	today	for	the	G20	meeFng	.

PERSON LOC ORG

B-PER I-PER O O O B-LOC B-ORGO O O O O

‣Downsides:
‣ Lexical	features	mean	that	words	need	to	be	seen	in	the	training	data

‣ Linear	model	can’t	capture	feature	conjuncLons	as	effecLvely	(can’t	
look	at	more	than	2	words	with	a	single	feature)

‣ Linear	model	over	features

LSTMs	for	NER

Barack	Obama	will	travel	to	Hangzhou	today	for	the	G20	meeFng	.

PERSON LOC ORG

B-PER I-PER O O O B-LOC B-ORGO O O O O

Barack	Obama	will	travel			to	Hangzhou

B-PER		I-PER				O								O							O				B-LOC

‣ Transducer	(LM-like	model)

‣ What	are	the	strengths	and	weaknesses	of	this	model	compared	to	CRFs?



LSTMs	for	NER

Barack	Obama	will	travel	to	Hangzhou	today	for	the	G20	meeFng	.

PERSON LOC ORG

B-PER I-PER O O O B-LOC B-ORGO O O O O

Barack	Obama	will	travel			to	Hangzhou

B-PER		I-PER				O							O								O				B-LOC

‣ BidirecLonal	transducer	model

‣ What	are	the	strengths	and	weaknesses	of	this	model	compared	to	CRFs?

Neural	CRFs

Barack	Obama	will	travel	to	Hangzhou	today	for	the	G20	meeFng	.

PERSON LOC ORG

B-PER I-PER O O O B-LOC B-ORGO O O O O

Barack	Obama	will	travel			to	Hangzhou

‣ Neural	CRFs:	bidirecLonal	LSTMs	(or	some	NN)	compute	emission	
potenLals,	capture	structural	constraints	in	transiLon	potenLals

Neural	CRFs

y1 y2 yn…

�e

�t

P (y|x) = 1

Z

nY

i=2

exp(�t(yi�1, yi))
nY

i=1

exp(�e(yi, i,x))

�e(yi, i,x) = w>fe(yi, i,x)

‣ Neural	network	computes	unnormalized	potenLals	that	are	consumed	
and	“normalized”	by	a	structured	model

W	is	a	num_tags	x	len(f)	matrix

‣ ConvenLonal:

‣Neural:

‣ f(i,	x)	could	be	the	output	of	a	feedforward	neural	network	looking	at	the	
words	around	posiLon	i,	or	the	ith	output	of	an	LSTM,	…

‣ Inference:	compute	f,	use	Viterbi

�e(yi, i,x) = W>
yi
f(i,x)

CompuLng	Gradients
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‣ For	linear	model:	

@L
@�e,i

= �P (yi = s|x) + I[s is gold]

�e(yi, i,x) = w>fe(yi, i,x)‣ ConvenLonal:

@�e,i

wi
= fe,i(yi, i,x)

chain	rule	say	to	mulLply	
together,	gives	our	update

‣ For	neural	model:	compute	gradient	of	phi	w.r.t.	parameters	of	neural	net

“error	signal”,	compute	with	F-B

‣Neural: �e(yi, i,x) = W>
yi
f(i,x)



Neural	CRFs

Barack	Obama	will	travel	to	Hangzhou	today	for	the	G20	meeFng	.

PERSON LOC ORG

B-PER I-PER O O O B-LOC B-ORGO O O O O

Barack	Obama	will	travel			to	Hangzhou

1)	Compute	f(x)

2)	Run	forward-backward

3)	Compute	error	signal

4)	Backprop	(no	knowledge	
of	sequenLal	structure	
required)

FFNN	Neural	CRF	for	NER

Barack	Obama	will	travel	to	Hangzhou	today	for	the	G20	meeFng	.

PERSON LOC ORG

B-PER I-PER O O O B-LOC B-ORGO O O O O

to	Hangzhou	today

e(Hangzhou)

previous	word curr	word next	word

e(today)e(to)

�e = Wg(V f(x, i))
f(x, i) = [emb(xi�1), emb(xi), emb(xi+1)]

FFNN

LSTM	Neural	CRFs

Barack	Obama	will	travel	to	Hangzhou	today	for	the	G20	meeFng	.

PERSON LOC ORG

B-PER I-PER O O O B-LOC B-ORGO O O O O

Barack	Obama	will	travel			to	Hangzhou

‣ BidirecLonal	LSTMs	compute	emission	(or	transiLon)	potenLals

LSTMs	for	NER

Barack	Obama	will	travel	to	Hangzhou	today	for	the	G20	meeFng	.

PERSON LOC ORG

B-PER I-PER O O O B-LOC B-ORGO O O O O

Barack	Obama	will	travel			to	Hangzhou

B-PER		I-PER				O							O								O				B-LOC

‣How	does	this	compare	to	neural	CRF?



“NLP	(Almost)	From	Scratch”

Collobert,	Weston,	et	al.	2008,	2011

‣ LM2:	word	vectors	learned	from	a	precursor	
to	word2vec/GloVe,	trained	for	2	weeks	(!)	on	
Wikipedia

‣ WLL:	independent	classificaLon;	SLL:	neural	CRF

CNN	Neural	CRFs

travel				to	Hangzhou	today				for

‣ Append	to	each	word	vector	an	
embedding	of	the	relaFve	posiFon	of	
that	word

conv+pool+FFNN
‣ ConvoluLon	over	the	sentence	
produces	a	posiLon-dependent	
representaLon
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CNN	NCRFs	vs.	FFNN	NCRFs

‣ Sentence	approach	(CNNs)	is	comparable	to	window	approach	
(FFNNs)	except	for	SRL	where	they	claim	it	works	much	bejer

Collobert	and	Weston	2008,	2011

Neural	CRFs	with	LSTMs
‣Neural	CRF	using	character	LSTMs	to	compute	word	representaLons

Chiu	and	Nichols	(2015),	Lample	et	al.	(2016)



Neural	CRFs	with	LSTMs

Chiu	and	Nichols	(2015),	Lample	et	al.	(2016)

‣ Chiu+Nichols:	character	CNNs	
instead	of	LSTMs

‣ Lin/Passos/Luo:	use	external	
resources	like	Wikipedia

‣ LSTM-CRF	captures	the	important	
aspects	of	NER:	word	context	
(LSTM),	sub-word	features	
(character	LSTMs),	outside	
knowledge	(word	embeddings)

Takeaways
‣ CNNs	are	a	flexible	way	of	extracLng	features	analogous	to	bag	of	n-
grams,	can	also	encode	posiLonal	informaLon

‣ All	kinds	of	NNs	can	be	integrated	into	CRFs	for	structured	inference.	Can	
be	applied	to	NER,	other	tagging,	parsing,	…

‣ This	concludes	the	ML/DL-heavy	porLon	of	the	course.	StarLng	Tuesday:	
syntax,	then	semanLcs


