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Some	slides	adapted	from	Vivek	Srikumar,	University	of	Utah

Lecture	3:	MulDclass	
ClassificaDon

Administrivia

‣ Course	enrollment	

‣ Mini	1	due	Tuesday	at	midnight	(submit	on	Canvas)	

‣ Guest	lecture	next	week:	Ray	Mooney

Recall:	Binary	ClassificaDon

‣ LogisDc	regression: P (y = 1|x) =
exp (

Pn
i=1 wixi)

(1 + exp (

Pn
i=1 wixi))

Gradient	(unregularized):

‣ SVM:	quadraDc	program	to	minimize	weight	vector	norm	w/slack

Decision	rule:	

Decision	rule:	w>
x � 0

P (y = 1|x) � 0.5 , w

>
x � 0

(Sub)gradient	(unregularized):	0	if	correct	with	margin	of	1,	else

x(y � P (y = 1|x))

x(2y � 1)

Loss	FuncDons

Hinge	(SVM)

LogisDc
Perceptron

0-1	(ideal)

w

>
x

Lo
ss



This	Lecture

‣MulDclass	fundamentals

‣MulDclass	logisDc	regression

‣MulDclass	SVM

‣ Feature	extracDon

‣ GeneraDve	models	revisited

MulDclass	Fundamentals

Text	ClassificaDon

~20	classes

Sports

Health

Image	ClassificaDon

‣ Thousands	of	classes	(ImageNet)

Car

Dog



EnDty	Linking

‣ 4,500,000	classes	(all	arDcles	in	Wikipedia)

Although	he	originally	won	the	
event,	the	United	States	AnD-
Doping	Agency	announced	in	
August	2012	that	they	had	
disqualified		Armstrong		from	
his	seven	consecuDve	Tour	de	
France	wins	from	1999–2005.

Lance	Edward	Armstrong	is	
an	American	former	
professional	road	cyclist

Armstrong	County	
is	a	county	in	
Pennsylvania…

?
?

Reading	Comprehension

‣ MulDple	choice	quesDons,	4	classes	(but	classes	change	per	example)

Richardson	(2013)

Binary	ClassificaDon

‣ Binary	classificaDon:	one	weight	vector	defines	posiDve	and	negaDve	
classes
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MulDclass	ClassificaDon
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‣ Can	we	just	use	binary	classifiers	here?



MulDclass	ClassificaDon
‣ One-vs-all:	train	k	classifiers,	one	to	disDnguish	each	class	from	all	the	rest
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‣ How	do	we	reconcile	mulDple	posiDve	predicDons?	Highest	score?

MulDclass	ClassificaDon
‣ Not	all	classes	may	even	be	separable	using	this	approach

1 1
1 1
1 12 2

22
2 2

3 3

3 3
3 3

‣ Can	separate	1	from	2+3	and	2	from	1+3	but	not	3	from	the	others	
(with	these	features)

MulDclass	ClassificaDon
‣ All-vs-all:	train	n(n-1)/2	classifiers	to	differenDate	each	pair	of	classes
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‣ Again,	how	to	reconcile?

MulDclass	ClassificaDon
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‣ Binary	classificaDon:	one	weight	
vector	defines	both	classes

‣ MulDclass	classificaDon:	different	
weights	and/or	features	per	class



MulDclass	ClassificaDon

‣ Decision	rule:	

‣ Can	also	have	one	weight	vector	per	class:

‣ Formally:	instead	of	two	labels,	we	have	an	output	space						containing	
a	number	of	possible	classes

Y

‣ Same	machinery	that	we’ll	use	later	for	exponenDally	large	output	
spaces,	including	sequences	and	trees

argmaxy2Yw
>
y f(x)

argmaxy2Yw
>
f(x, y)

‣ MulDple	feature	vectors,	one	weight	vector

features	depend	on	choice 
of	label	now!	note:	this	
isn’t	the	gold	label

Different	Weights	vs.	Different	Features
‣ Different	features:

‣ Generalizes	to	neural	networks:	f(x)	is	the	first	n-1	layers	of	the	
network,	then	you	mulDply	by	a	final	linear	layer	at	the	end

argmaxy2Yw
>
y f(x)

argmaxy2Yw
>
f(x, y)

‣ Suppose						is	a	structured	label	space	(part-of-speech	tags	for	each	
word	in	a	sentence).	f(x,y)	extracts	features	over	shared	parts	of	these

Y

‣ Different	weights:

‣ For	linear	mulDclass	classificaDon	with	discrete	classes,	these	are	
idenDcal

Feature	ExtracDon

Block	Feature	Vectors
‣ Decision	rule:	argmaxy2Yw

>
f(x, y)

too	many	drug	trials,	too	few	pa6ents

Health

Sports

Science
f(x)=	I[contains	drug],	I[contains	pa6ents],	I[contains	baseball] =	[1,	1,	0]

[1,	1,	0,	0,	0,	0,	0,	0,	0]

[0,	0,	0,	1,	1,	0,	0,	0,	0]

f(x, y = ) =Health

f(x, y = ) =Sports

‣ Equivalent	to	having	three	weight	vectors	in	this	case

feature	vector	blocks	for	each	label

‣ Base	feature	funcDon:

I[contains	drug	&	label	=	Health]

‣We	are	NOT	looking	at	the	gold	label!	Instead	looking	at	the	candidate	label



Making	Decisions

f(x) =	I[contains	drug],	I[contains	pa6ents],	I[contains	baseball]

w = [+2.1,	+2.3,	-5,	-2.1,	-3.8,	+5.2,	+1.1,	-1.7,	-1.3]

= Health:	+4.4 Sports:	-5.9 Science:	-0.6

argmax

too	many	drug	trials,	too	few	pa6ents

Health

Sports

Science

[1,	1,	0,	0,	0,	0,	0,	0,	0]

[0,	0,	0,	1,	1,	0,	0,	0,	0]

f(x, y = ) =Health

f(x, y = ) =Sports “word	drug	in	Science	arDcle”	=	+1.1

w

>
f(x, y)

Feature	RepresentaDon	Revisited

this	movie	was	great!	would	watch	again PosiDve

‣ What	about	for	tasks	like	classifying	a	word	as	a	given	part-of-speech?

[contains	the]			[contains	a]			[contains	was]		[contains	movie]		[contains	film]

‣ Want	features	extracted	with	respect	to	this	parDcular	posiDon

posiDon	0 posiDon	1 posiDon	2 posiDon	3 posiDon	4

‣ Bag-of-words	features	are	posiDon-insensiDve

…

this	movie	was	great!	would	watch	again

‣ How	many	features?
‣ 	[curr	word	=	was],	[prev	word	=	movie],	[next	word	=	great].

MulDclass	POS	tagging
blocks
NNS
VBZ
NN
DT
…

f(x,	y=VBZ)	=	I[curr_word=blocks	&	tag	=	VBZ], 
																							I[prev_word=router	&	tag	=	VBZ] 
																							I[next_word=the	&	tag	=	VBZ] 
																							I[curr_suffix=s	&	tag	=	VBZ]

‣ Classify	blocks	as	one	of	36	POS	tags

‣ Next	two	lectures:	sequence	labeling!

‣ Example	x:	sentence	with	a	word	(in	this	case,	
blocks)	highlighted

‣ Extract	features	with	respect	to	this	word:

not	saying	that	the	is	
tagged	as	VBZ!	saying	that	
the	follows	the	VBZ	word

the	router		 the	packets

MulDclass	LogisDc	Regression



MulDclass	LogisDc	Regression

‣ Compare	to	binary:

negaDve	class	implicitly	had	
f(x,	y=0)	=	the	zero	vector

sum	over	output	
space	to	normalize

‣ Training:	maximize

=

nX

j=1

 
w

>
f(xj , y

⇤
j )� log

X

y

exp(w

>
f(xj , y))

!

L(x, y) =
nX

j=1

logP (y

⇤
j |xj)

P (y = 1|x) = exp(w

>
f(x))

1 + exp(w

>
f(x))

Pw(y|x) =
exp

�
w

>
f(x, y)

�
P

y02Y exp (w

>
f(x, y

0
))

‣ exp/sum(exp):	also	called	so=max

Training
‣ MulDclass	logisDc	regression

‣ Likelihood	 L(xj , y
⇤
j ) = w

>
f(xj , y

⇤
j )� log

X

y

exp(w

>
f(xj , y))

@

@wi
L(xj , y

⇤
j ) = fi(xj , y

⇤
j )�

P
y fi(xj , y) exp(w

>
f(xj , y))P

y exp(w
>
f(xj , y))

@

@wi
L(xj , y

⇤
j ) = fi(xj , y

⇤
j )� Ey[fi(xj , y)]

gold	feature	value

model’s	expectaDon	of	
feature	value

Pw(y|x) =
exp

�
w

>
f(x, y)

�
P

y02Y exp (w

>
f(x, y

0
))

@

@wi
L(xj , y

⇤
j ) = fi(xj , y

⇤
j )�

X

y

fi(xj , y)Pw(y|xj)

Training

too	many	drug	trials,	too	few	pa6ents
[1,	1,	0,	0,	0,	0,	0,	0,	0]

[0,	0,	0,	1,	1,	0,	0,	0,	0]

f(x, y = ) =Health

f(x, y = ) =Sports

y*	= Health

Pw(y|x)	=	[0.2,	0.5,	0.3]

[1,	1,	0,	0,	0,	0,	0,	0,	0] —	0.2	[1,	1,	0,	0,	0,	0,	0,	0,	0] —	0.5	[0,	0,	0,	1,	1,	0,	0,	0,	0]
—	0.3	[0,	0,	0,	0,	0,	0,	1,	1,	0]

=	[0.8,	0.8,	0,	-0.5,	-0.5,	0,	-0.3,	-0.3,	0]

gradient:

(made	up	values)

@

@wi
L(xj , y

⇤
j ) = fi(xj , y

⇤
j )�

X

y

fi(xj , y)Pw(y|xj)

LogisDc	Regression:	Summary

‣ Model:

‣ Learning:	gradient	ascent	on	the	discriminaDve	log-likelihood

‣ Inference:

“towards	gold	feature	value,	away	from	expectaDon	of	feature	value”

f(x, y⇤)� Ey[f(x, y)] = f(x, y⇤)�
X

y

[Pw(y|x)f(x, y)]

Pw(y|x) =
exp

�
w

>
f(x, y)

�
P

y02Y exp (w

>
f(x, y

0
))

argmaxyPw(y|x)



MulDclass	SVM

Loss	FuncDons

‣ Are	all	decisions	equally	costly?

‣We	can	define	a	loss	funcDon `(y, y⇤)

too	many	drug	trials,	too	few	pa6ents

Health

SportsSports

ScienceSports
Science

Predicted
Predicted :	not	so	bad

:	bad	error

`( , ) =HealthSports

HealthScience`( , ) =

3

1

MulDclass	SVM

Correct	predicDon	now	
has	to	beat	every	other	
class

Minimize

s.t.

8j (2yj � 1)(w>
xj) � 1� ⇠j

8j ⇠j � 0

�kwk22 +
mX

j=1

⇠j

8j8y 2 Y w

>
f(xj , y

⇤
j ) � w

>
f(xj , y) + `(y, y⇤j )� ⇠j

The	1	that	was	here	is	
replaced	by	a	loss	
funcDon

Score	comparison	
is	more	explicit	
now

slack	variables	>	0	
iff	example	is	
support	vector

MulDclass	SVM

Health Science Sports

2.4+0

1.3+3

1.8+1

Y

‣ Does	gold	beat	every	
label	+	loss?	No!

‣ 						=	4.3	-	2.4	=	1.9⇠j

‣ Most	violated	constraint	
is	Sports;	what	is						?

8j8y 2 Y w

>
f(xj , y

⇤
j ) � w

>
f(xj , y) + `(y, y⇤j )� ⇠j

w

>
f(x, y) + `(y, y⇤)

‣ Perceptron	would	make 
no	update	here

⇠j



RevisiDng	GeneraDve	vs.	
DiscriminaDve	Models

Learning	in	ProbabilisDc	Models

‣ Cannot	analyDcally	compute	opDmal	weights	for	such	models,	need	to	
use	gradient	descent

‣ So	far	we	have	talked	about	discriminaDve	classifiers	(e.g.,	logisDc	
regression	which	models	P(y|x))

‣What	about	generaDve	models?

Naive	Bayes
‣ Data	point																																,	label	

P (y|x) = P (y)P (x|y)
P (x)

/ P (y)P (x|y)
constant:	irrelevant	
for	finding	the	max

= P (y)
nY

i=1

P (xi|y)

Bayes’	Rule

“Naive”	assumpDon:	

x = (x1, ..., xn) y 2 {0, 1}
‣ Formulate	a	probabilisDc	model	that	places	a	distribuDon	

P (y|x)

y

n
xi

‣ Compute														,	predict																															to	classify

P (x, y)

argmaxyP (y|x)

Maximum	Likelihood	EsDmaDon
‣ Data	points														provided	(j	indexes	over	examples)

‣ Find	values	of																														that	maximize	data	likelihood	(generaDve):P (y), P (xi|y)

(xj , yj)

data	points	(j) features	(i)

mY

j=1

P (yj , xj) =
mY

j=1

P (yj)

"
nY

i=1

P (xji|yj)
#

ith	feature	of	jth	example



Maximum	Likelihood	EsDmaDon
‣ Imagine	a	coin	flip	which	is	heads	with	probability	p

mX

j=1

logP (yj) = 3 log p+ log(1� p)

log	likelihood

p
0 1

P(H)	=	0.75

‣ Maximum	likelihood	parameters	for	binomial/
mulDnomial	=	read	counts	off	of	the	data	+	normalize

‣ Observe	(H,	H,	H,	T)	and	maximize	likelihood:
mY

j=1

P (yj) = p3(1� p)

‣ Easier:	maximize	log	likelihood

Maximum	Likelihood	EsDmaDon
‣ Data	points														provided	(j	indexes	over	examples)

‣ Find	values	of																														that	maximize	data	likelihood	(generaDve):
P (y), P (xi|y)

(xj , yj)

data	points	(j) features	(i)

mY

j=1

P (yj , xj) =
mY

j=1

P (yj)

"
nY

i=1

P (xji|yj)
#

‣ Equivalent	to	maximizing	logarithm	of	data	likelihood:
mX

j=1

logP (yj , xj) =

mX

j=1

"
logP (yj) +

nX

i=1

logP (xji|yj)
#

ith	feature	of	jth	example

‣ Can	do	this	by	counDng	and	normalizing	distribuDons!

Summary

‣ You’ve	now	seen	everything	you	need	to	implement	mulD-class	
classificaDon	models

‣ Next	Dme:	HMMs	/	POS	tagging

‣ In	2	lectures:	CRFs	(NER)

‣ First	thing	we	have	that	we	could	plausibly	sample	real	sentences	from

‣ Locally-normalized	generaDve	models,	so	easy	to	esDmate	from	data


