
CS 378 Lecture 22

Today
Treading comprehension
- Span - based QA
- Baseline methods
- Attentive reader

Recaps knowledge base QA

when was Samuel L
→

formal
Jackson born ? representation✓ (X calculus)

Q t
answer -

Announcements
-

- A5 due today
- FP out today



Readingcomp-dnensi.cm
What temperature should I cook chicken -to?

← answer

What event led to the start of WW1?

answer (span )
. .
. The assassination of Franz Ferdinand
took place on - . . It led to WW1

.

main focus

.



Spartan

Assume : answer can be identified

as a spay of the docs we look at

Baselines
_NFA

docs,thetas led to WW1
.

Q : what¥wa-
Parsing :
app match against

Q :!ed doc

g.
The assassination of FF caused WWI .

Too fragile !



NI where is Paris ?

dod Paris is in .
.
-

passage
Answer format
-

Picking a single word :

Pi , . - -

g pn words

Decision is a distribution over the
indices I

, .
. .

,
n

IH
.

-

Paris is in France

picking a span :
O O O B - ANS O O

'E'er. nihnerance
.
- - X

not
common



Pick start and end point for
the answer .

2¥ START

Paris is in France .

-- ENDu u u

D
/#

start

The a of Ff caused WWI .
END

final step : pull out answer which has
highest Pcstart) - Mend)

(o.op over all legal spans of fewer than
15 words



( Stanford )
Attentive Reader
-

① encode question into vector with LSTM

Ei?? - "

'EM
. .ua#
compare I

② encode passage into pi , . . .

, pi
Tp Ty Tpp Pga ( vector for each word)
r

D←D←D←D Bilston

p! I, f. fu words

③ Compute START dist :

X = soft maxi (g-
TW start , y

dist over tokens in p



④ Compute END dist

END
B = soft maxi (IT W pi )
dist over tokens in p

parameters ① Ix LSTM

② Ix Bi LSTM

W
START

,

WEND

Training Suppose we have does
, qs , ans

( p
"

,
qcil , a

cis

,
pci ) )
-

gold start+ end points

Loss : log Pla -- a
" Ip,%Y

+ log REP lpcil, qciy



Two extensions (next time) :

① Additional attention between
question + context to capture
interactions

② More complex question encoder

=

Final project. These
models do okay

on their training data

But they don't generalize
SQUAD (training) : wiki articles

BioASQ
,
News QA ] models do

biomedical news badly here



Adversarial data : ( see Jia Liang )


