
CS 378 Lecture 10

Hums
,
Viterbi

IYÑIYay - Bias response
due today

- A} out today
- Midterm : in 2.5 weeks

- Final proj : if independent project start

thinking

Recent Pos tagging
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Fed raises interest rates

How to do with a classifier ?
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index these -1
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treat as your
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" features
Curr word = . . .

Nextword = . . .

Problem : all yi are predicted independently
How do we model the Sequeira
all at once ?

Today Hidden Markov Models
- Definition
- Training
- Inference (Viterbi )

HMM : generative model Pty, F)-
There are discriminative seq. models

,

conditional Random fields Ply- II )
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Generative story : draw y , to start tag
Fed sequence

draw ✗ , ly , as the first word

draw ye ly ,
as the next tag
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initial distribution
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that sums
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call this 5
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T
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each now sums to I
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emissions Yi✓

F- 1-11×121
matrix



why Markov model : Plyilyiy ) Yi doesn't

depend on

GoalswithHM# Yi -2

Hmm PGE)
what we want : PLJII )=
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can
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Poll

① What is the probability of

( n v v

they can fish )
Pty, I / = PIN / P(they IN ) -

-
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to - 315-1/5.3/5
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Training Given labeled sequences
( I ' "

,
I
" 't ?=

,

NV

Data : N v

they can they fish

what parameters maximize the
likelihood of the data ?

Can find this exactly by
counting + normalizing

Biased coin w/probability p of heads

see HHHT

f-314 isthe MLE



emissions
am : 1

they 0
fat V

P( ✗it v1 = fish : I ⇒ can 1k

they :O fish 11L

This is what "training
" involves

counts probs

N :O

Plyilyi-FV/ =
N :O

✓ :O ⇒ v :O
STOP : 2 Stop :|

Smoothing : pretend we saw everything
with some nonzero count

Add 0.1 to every count

N O N 0.1

✓ 0 ⇒ ✓ a, ⇒ probs
stop L Stop 2.1



T-nference.in/1MMs-
We defined Hmms as PGT,I)
what we really want is a tagger

P(y- II )
"

you give me a sent,

I tell you tags
"

argmax ply / I)
Two problems :

5 ①space is exponentially
large Uyl

"

)
② we don't have PLJII) yet

solving # 2 :

argmaxpcglxy ._ argmax PHj¥;PI 4-

= argmax Ply,I)
I ¥



Phil = { Ply,I)
I

we don't need this

aymax Pty, Il
y p⇒= angina ply,×_)

5

Conclusion : angina" PGI )
4-

to build our tagger #2 ✓

Solving # 1 : the Viterbi algorithm

first : move to log space

argmaxplg , E) = angina log PIYTI)I 4-



argmax log PKTSI)I
= angina,q

I, , . . ,yn 19815,1
+ log PIX.ly , )

tlogplyzly,) -1 . .

. .

Basic concept : dynamic programming

Best sequence of y-ici.in
can be found from

-
best sequence from YT , . . .

, In -1
+ HMM probs 1

optimal seq for each
possible In -1


