
CS 378 lecture 2
Classification -9 :

Features
, Perceptron

Announcement
- Ao solutions
- Al released
- Polls from t.ec 9-
- lecture notes on course website
( this PDF + typed note )

- Book notation diverges from lectures
- Greg OH 's change
-

Social impact:
- generate hate

- resume parser
speech -

anything on a

- surveillance biased dataset
- generate fate - people put trust
news /science in

'

flawed systems
-

deep fakes (mistranslations
,
etc.)



Classification points IEIR
"

f : feature

f- (E) Epi extractor
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Linear classifier : weight vector JER
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②
Decision rule:
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Sentiment

I = the movie was great !
would watch again

!

① Feature extraction

I ⇒ f- E)
string Ri

training set
② Learning ✓

(il)
, y
'

⇒ classifier

WDlabeled examples f(Ili )
,
yay

string +11/-1 [ -1.2, +2.7 , - .
.]



featunef-xtract.im/---the movie was great

Bag - of- words featurization

I ⇒ fly)
( count of the

word ? )

1 if sent I contains

✓ that word
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what are the weights ?
Cleaned

= [ -
.
-
.

+3.7 -2.1
.
. . ]

great terrible
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1124



Preprocessing
⑥ Vocab selection : what words

are in the vector space
?

(common words : 10K or so)
↳ if a

word is

Unseen ,
replace

with

① Tokenizatim unit

was great ! 0]
- -

[dai-g!agat
- - -

after tokenizationwas great !

Token ization : split on whitespace
split out punctuation
handle hyphenated words

-

-

② Stop word filtering : throw out
"

a
"

,

"
the

"

,
- -

.

③ Lowercasing



So far : uuigram bag -of-words

Bigram bag - of- words

[ I 0 1

the movie the fish was great

' " ]

Unigram
: 10K words

Bigram : ( 10K)
-

⇒ maybe - In

pairs observed

to manage the features :
maintain an index

;

E:a : I [as great : >m.ie ,
:

i



Machinelearning
Parameters in to optimize to
fit some training data

(I ' "
,
yay

°

i=\

10k unigrams in Bow

search over R'
° "

for the best 5
Need a training objective

objective : loss ( dataset)
loss= [ loss 1×-4, y ' ",w_)

in#
"

if we use it as
our

weights, how badly do we
screw up

? "



Stochastic gradientdesceat_
for t in range (o, epochs)
for i in range (

o
,
D)

Ñ←w- ✗ . ?=1oss(I '",y
"
,ñ)

ww
step

l~~ size partial
derivative

update J by subtracting
gradient of the loss



Perceptron
Initialize 5=0

for t in range ( o, epochs )
for i in range ( o, D)
Ypred ← {

1 if w_Tf(Iciy > o

-1 else
(correct)

← {
Ñ if Ypres

= yci)

+ ✗ f- G- lil) if y 1=+1

I - ✗f- (I
" 't if you

say ✗=\ for now

At the end : output J as

our weights



Why mate this update ?
w_ + f-4- ciy

Suppose we have :

w-Tf(I '")⇒ -1.3 y
lil
= -11

wrongAfter updates

+ f-4- ci FLI " ') is now

✓ larger
dot product of ftxcil)
w/ itself is positive



good bad not

good= [ I 0 0 )
not good = [ I 0 1) |
bad = [0 I 0J

I [ 0 003g
JTf[E) 3- o ⇒ [ I o o ]


