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Mul@-Head	Self-A>en@on

Mul@-Head	Self	A>en@on

Vaswani	et	al.	(2017)

‣ Mul@ple	“heads”	analogous	to	different	convolu@onal	filters

‣ Let	E	=	[sent	len,	embedding	dim]	be	the	input	sentence.	This	will	be	
passed	through	three	different	linear	layers	to	produce	three	mats:

‣ Query	Q	=	EWQ:	these	are	like	the	decoder	hidden	state	in	a>en@on

‣ Keys	K	=	EWK:	these	control	what	gets	a>ended	to,	along	with	the	query

‣ Values	V	=	EWV:	these	vectors	get	summed	up	to	form	the	output

dim	of	keys

Self-A>en@on
Alammar,	The	Illustrated	Transformer



Self-A>en@on
Alammar,	The	Illustrated	Transformer

sent	len	x	hidden	dim
Z	is	a	weighted	combina@on	of	V	rows

sent	len	x	sent	len	(a>n	for	
each	word	to	each	other)

Mul@-head	Self-A>en@on
Alammar,	The	Illustrated	TransformerJust	duplicate	the	whole	

computa@on	with	different	
weights:

Mul@-head	Self-A>en@on Proper@es	of	Self-A>en@on

Vaswani	et	al.	(2017)

‣Quadra/c	complexity,	but	O(1)	sequen@al	opera@ons	(not	linear	like	
in	RNNs)	and	O(1)	“path”	for	words	to	inform	each	other

‣ n	=	sentence	length,	d	=	hidden	dim,	k	=	kernel	size,	r	=	restricted	
neighborhood	size



Transformers

Architecture
‣ Alternate	mul@-head	self-a>en@on	with	
feedforward	layers	that	operate	over	each	
word	individually

‣ Residual	connec@ons	in	the	model:	input	of	a	
layer	is	added	to	its	output

‣ Layer	normaliza@on:	controls	the	scale	of	
different	layers	in	very	deep	networks	(not	
needed	in	A4)

‣ These	feedforward	layers	are	where	most	
of	the	parameters	are

Dimensions

Vaswani	et	al.	(2017)

‣ Vectors:	dmodel

‣ Queries/keys:	dk	,	always	smaller	than	dmodel

‣ Values:	separate	dimension	dv	,	
output	is	mul@plied	by	WO	which	
is	dv	x	dmodel	so	we	can	get	back	to	
dmodel	before	the	residual

dmodel

dk dk dv

dv	->	dmodel

dmodel

dinternal

dmodel

‣ FFN	can	explode	the	dimension	with	W1	
and	collapse	it	back	with	W2

Transformer	Architecture

dmodel

dmodel

dmodel

‣ From	GPT-3;	dhead	is	our	dk

‣ From	Vaswani	et	al.



Transformer	Architecture

Credit:	Stephen	Roller	on	Twi>er

Transformers:	Posi@on	Sensi@vity

Vaswani	et	al.	(2017)

The	ballerina	is	very	excited	that	she	will	dance	in	the	show.

‣ If	this	is	in	a	longer	context,	we	want	words	to	a>end	locally

‣ But	transformers	have	no	noBon	of	posiBon	by	default

Transformers:	Posi@on	Sensi@vity

‣ Encode	each	sequence	posi@on	as	an	integer,	add	it	to	the	word	
embedding	vector

‣ Why	does	this	work?

the		movie		was			great

em
b(
1)

em
b(
2)

em
b(
3)

em
b(
4)

+ + + +

Transformers
Alammar,	The	Illustrated	Transformer
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Embedding	dim

‣ Alterna@ve	from	Vaswani	et	al.:	sines/cosines	of	different	frequencies	
(closer	words	get	higher	dot	products	by	default)



Transformers:	Complete	Model

Vaswani	et	al.	(2017)

‣ Original	Transformer	paper	presents	an	
encoder-decoder	model

‣ Right	now	we	don’t	need	to	think	about	both	
of	these	parts	—	will	return	in	the	context	of	
MT

‣ Can	turn	the	encoder	into	a	decoder-only	
model	through	use	of	a	triangular	causal	
a>en@on	mask	(only	allow	a>en@on	to	
previous	tokens)


