
CS 378 Lecture 16 : Transformers
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Transformers :today
- Attention

- Self- attention
- Details : masking and position
encoding

- Transformer architecture
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Transformer : layer that contextualizes
words based on other words in

the sequence same
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as RNN
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Running example :

suppose we have seals of Os and Is

00000 if all 0s ⇒ ends in 0

01101 if any 1 ⇒ ends in 1
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RNN won't do well on

10000
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( too 0s)

info needs to travel through 100 cells

Attention : allow us to attend to

certain elements of the context

(we want to find Is)
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Keys : embedded versions of the
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query : what we want to find

q-= (9) want to find Is

Attention

① Compute for each key
Si = KITE dot product
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② softmax the scores to get probs.

I. = softmax (5) Assume e=3
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③ Compute output valve
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Problem : long seq⇒ attn not very peaked?

Modify the keys
Before : Ki =ei (embedding)
Now : Ki -- Wke ;
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seq:O 0 I 0 Kitch
scored = 0 0 10£
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Formulas for attention :

dot product : kitq
"
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Can view it as ( wtki )Tq
or Kitwe)

W either affects K or E

In reality : WK
,
WQ both
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Self- attention :

every
word is a key and a query

simultaneously ( d=2 ,
emb .

dim )
Q : seq ten ✗ d

k : Seyler ✗ d



We want
to find

Is
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scores for query I
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Q : [ ; off
" word at posh 1 is looking

for 0s
"

✓ word at posn 2 is looking
for Is
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LK scales
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( In Transformer paper : WOAE)
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