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Features
, Perceptron

Announcements

- Al released (due 9181
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Today - Classification ( linear, binary)
- feature extraction
- ML basics + Perceptron
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Linear classifier : represented
by a weight vector TER
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Sentiment Analysis
-

I = the movie was great !
would watch again !

① Feature extraction
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featuref-xtract.in/T--
the movie was great

Bag - of- words feitrrization
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Preprocessing
⑧ Vocab selection : need a

fixed set of words for the

vector space
replace unseen words w/ UNK

① Tokenitation

wasn't great ! [
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typical token itatin :

- break out punctuation
- break out contractions

was n 't great !



② Stop word filtering :

- prepositions
- a
,
the

- pronouns ( maybe
for debiasiy)

③ Lower casing / Stemming
fix typos ?

To far : nigrum Bow
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Machinelearning
Optimize parameters in to

fit some training data
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Training objective : loss (dataset)
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Stochasticgradientdeseent
for t in range

(o, epochs)

for i in range ( o, D)
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Update ñ by subtracting

gradient of the loss
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Perceptron ( instance of
SGD )

Initialize w_=J

for t in range (o, epochs)
for i in range (o, D)
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Suppose
W→f(Ici )) ⇒ -1.3
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After update :
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