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Announcements

‣ FP	due	December	9

‣ FP	check-ins	due	Friday

‣ eCIS:	screenshot	the	page	confirming	your	submission	to	get	+2	points	
on	your	final	project



Recap



Today
‣ Chatbots:	first	rule-based,	then	pre-trained	neural	networks

‣ Task-oriented	dialogue	systems

‣ Ethical	issues	in	dialog	systems



Classic	and	Rule-based	Chatbots



ELIZA
‣ Created	1964-1966	at	
MIT,	heavily	scripted

‣ DOCTOR	script	was	
most	successful:	
repeats	user’s	input,	
asks	inane	questions

Weizenbaum	(1966)



ELIZA

(.*)	you	(.*)	me	

Why	do	you	think	I	$2	you?

‣ Identify	keyword,	identify	context,	apply	transformation	rule

‣ Very	little	need	to	generate	new	content,	but	can	only	have	one	type	of	
conversation

My	(.)	(.*)

What	else	comes	to	mind	when	you 
think	of	your	$1?



Amazon	Alexa	Prize

‣ Challenge:	create	a	bot	that	users	interact	with	on	average	for	20	
minutes	(via	Alexa,	so	turns	are	kind	of	slow)

‣ “Alexa,	let’s	chat”	will	get	you	talking	to	one	of	these

‣ $1M	prize	if	you	get	to	20	minutes.	Only	$500k	won	in	2017	and	
2018	since	teams	got	to	~10	minutes



Gunrock	System	(Alexa	Prize	2018	winner)

Chen	…	Zhou	Yu	(2018)



Gunrock	System



Gunrock	System

Chen	…	Zhou	Yu	(2018)

‣ NLU:	sentence	segmentation,	parsing,	NER,	coref,	dialogue	act	
prediction

‣ Detect	different	kinds	of	topic	intents

‣ Topic	modules	(x11):

‣ Animals:	retrieve	animal	trivia	with	the	reddit	API

‣ Holiday:	what	holidays	is	it	today,	etc.

‣ Generation:	templated

‣ Custom	dialogue	flow	for	each



Pre-trained	Chatbots



What	are	chatbots?

‣ Like	story	generation	in	that	it’s	open-ended,	but	involves	dialogue	
with	a	user

‣ Input:	a	conversation	history	of	utterances,	plus	something	the	user	
(a	person)	just	said. 
Output:	the	model’s	response	to	that

‣ Needs	to	generate	interesting	and	diverse	content,	but	also	needs	to	
be	able	to	answer	questions	and	carry	on	a	conversation



Seq2seq	models

What			are					you		doing

I					

<s>

am going home [STOP]

‣ Can	we	just	train	seq2seq	models	to	“translate”	from	utterance	to	
response?

‣ Hard	to	evaluate	with	automatic	metrics:



Lack	of	Diversity

Li	et	al.	(2016)

‣ Training	to	maximize	likelihood	gives	a	system	that	prefers	common	
responses:



PersonaChat

Zhang	et	al.	(2018)

‣ Efforts	to	imbue	seq2seq	models	with	“personality”

‣ These	systems	still	don’t	work	great.	What	else	is	needed?



Pre-trained	Chatbots

What			are					you		doing

I					

<s>

am going home [STOP]

‣ Initialize	the	parameters	of	this	model	with	a	pre-trained	model,	then	
fine-tune	it	on	some	data

‣ It	turns	out	that	scaling	up	dramatically	and	strategies	like	nucleus	
sampling	can	help	with	the	“I	don’t	know”	problem



Meena

Adiwardana	et	al.	(2020)

‣ 2.6B-parameter	seq2seq	model	(between	GPT-2	and	-3)

‣ Trained	on	341GB	of	online	conversations	scraped	from	public	social	
media

‣ Sample	responses:



Blender

Roller	et	al.	(2020)

‣ 2.7B-param	model	(like	the	previous	one),	also	9.4B-parameter	
seq2seq	model

‣ “Poly-encoder”	Transformer	architecture,	some	training	tricks

‣ Three	models:	retrieve	(from	training	data),	generate,	retrieve-and-refine

‣ Fine-tuning	on	three	prior	datasets:	PersonaChat,	Empathetic	Dialogues	
(discuss	personal	situation,	listener	is	empathetic),	Wizard	of	Wikipedia	
(discuss	something	from	Wikipedia)



Blender



Blender



Blender



Blender

‣ Inconsistent	responses:	this	
model	doesn’t	really	have	
anything	to	say	about	itself

‣ Holding	a	conversation	!=	AI

‣ Can’t	acquire	new	information

‣ Did	it	learn	“fun	guy”?	No,	it	
doesn’t	understand	
phonology.	It	probably	had	
this	in	the	data	somewhere



Blender

https://huggingface.co/facebook/blenderbot_small-90M

‣ Can	try	a	very	small	version	at:

(too	small	to	really	work	well)



Task-Oriented	Dialogue



Task-Oriented	Dialogue
‣ How	do	you	build	conversational	systems	to	do	things?

Siri,	find	me	a	good	sushi 
restaurant	in	Chelsea

Sushi	Seki	Chelsea	is	a	sushi	
restaurant	in	Chelsea	with	4.4	stars	

on	Google

How	expensive	is	it?

Entrees	are	around	$30	each

Find	me	something	cheaper



Task-Oriented	Dialogue

Hey	Alexa,	why	isn’t	my	Amazon 
order	here?

Let	me	retrieve	your	order. 
Your	order	was	scheduled	to	arrive 

at	4pm	today.

‣ Customer	service:

It	never	came

Okay,	I	can	put	you	through	to	
customer	service.



Task-Oriented	Dialogue
‣ Parsing	/	language	understanding 
is	just	one	piece	of	a	system

Young	et	al.	(2013)

‣ Dialogue	state:	reflects	any	
information	about	the	
conversation	(e.g.,	search	
history)

‣ User	utterance	->	update	dialogue	state	->	take	action	(e.g.,	query	the	
restaurant	database)	->	say	something

‣ How	do	we	represent	the	information	from	the	user’s	utterance?



ATIS

DARPA	(early	1990s),	Figure	from	Tur	et	al.	(2010)

‣ This	is	how	most	Alexa	skills	work.	Can	match	with	rule-based	systems	or	
use	classifiers

‣ Intent	and	slots	model:	classify	an	intent	(Airfare),	then	fill	several	slots	
needed	to	specify	the	parameters	for	that	intent



Intents
‣ 29	different	intents	in	ATIS:

what	days	of	the	week	do	flights	from	san	jose	to	nashville	fly	on

does	tacoma	airport	offer	transportation	from	the	airport	to	the	
downtown	area

which	flights	go	from	cleveland	to	indianapolis	on	april	fifth

what	meals	are	served	on	american	flight	811	from	tampa	to	milwaukee

Intent:	flight

Intent:	ground_service

Intent:	day_name

Intent:	meal



Dataflow	Graphs

Semantic	Machines;	Andreas	et	al.	(2020)

‣ How	do	we	scale	to	more	complex	dialog	scenarios?	One	proposal:	
dataflow	graphs



Dataflow	Graphs

Semantic	Machines;	Andreas	et	al.	(2020)



Task-Oriented	Dialog:	What	the	user	sees

Find	me	a	good	sushi	restaurant	in	Chelsea

Sushi	Seki	Chelsea	is	a	sushi	restaurant	in	Chelsea	with	
4.4	stars	on	Google

How	expensive	is	it?

Entrees	are	around	$30	each



Find	me	a	good	sushi	restaurant	in	Chelsea

restaurant_type <- sushi

location <- Chelsea

Sushi	Seki	Chelsea	is	a	sushi	restaurant	in	Chelsea	with	
4.4	stars	on	Google

curr_result <- execute_search()

How	expensive	is	it?
get_value(cost, curr_result)

Entrees	are	around	$30	each

Task-Oriented	Dialog:	Under	the	hood



Training	Dialog	Systems

Semantic	Machines;	Andreas	et	al.	(2020)

Find	me	a	good	sushi	restaurant	in	Chelsea

restaurant_type <- sushi

location <- Chelsea

curr_result <- execute_search()
{wizard	enters 

these

Sushi	Seki	Chelsea	is	a	sushi	restaurant	in	Chelsea	with	
4.4	stars	on	Google{wizard	types	this 

out	or	invokes 
templates

‣ Learning	from	demonstrations:	the	system	can	learn	from	what	the	
wizard	does	and	do	that	in	the	future

‣ “Wizard	of	Oz”:	can	run	the	dialog	system	in	a	real	setting	and	have	a	
human	decide	what	it	should	do	next



Task-Oriented	Dialogue

‣ Need	to	know	what	the	system	should	do,	not	just	what	it	should	say

‣ Lots	of	industry	activity	in	this	space,	less	in	academia	(hard	to	maintain	
all	of	the	moving	parts	for	a	real	dialog	system)

‣ Building	these	systems	takes	a	ton	of	engineering,	like	Gunrock	—	it	
typically	doesn’t	use	pre-trained	models

‣ Generation	is	usually	templated	(handwritten),	otherwise	the	system	
can	behave	unexpectedly



Ethical	Issues



Stochastic	Parrots	(about	LMs	generally)

Bender,	Gebru,	McMillan-Major,	Shmitchell	(2021)

‣ Claim	1:	environmental	cost	is	disproportionately	born	by	marginalized	populations,	
who	aren’t	even	well-served	by	these	tools

‣ Claim	2:	massive	data	is	fundamentally	challenging	to	audit,	contains	data	that	is	
biased	and	is	only	a	snapshot	of	a	single	point	in	time

‣ Claim	3	(what	we’ll	focus	on	today):	these	models	are	not	grounded	in	meaning	—	
when	they	generate	an	answer	to	a	question,	it	is	merely	by	memorizing	
cooccurrence	between	symbols

‣ Paper	(that	included	authors	at	Google	who	were	subsequently	fired)	about	dangers	of	
large	language	models



Bias	and	Toxicity

https://toxicdegeneration.allenai.org/

‣ “Toxic	degeneration”:	systems	that	generate	toxic	stuf

‣ System	trained	on	a	big	chunk	of	the	Internet:	conditioning	on	“SJW”,	
“black”	gives	the	system	a	chance	of	recalling	bad	stuff	from	its	
training	data



Stochastic	Parrots

Bender,	Gebru,	McMillan-Major,	Shmitchell	(2021)

‣ We	are	likely	to	assume	the	model	is	
producing	factual	information	and	
presenting	it	in	a	coherent	way,	but	this	is	
our	interpretation	we	project	on	the	
model

‣ Risks:	medical	diagnosis	(“What	do	I	have	
if	I	have	X,	Y,	and	Z	symptoms?”)	could	
seem	possible	but	cause	serious	harm



Chatbots
‣ What	happens	when	these	models	get	really	good	at	fooling	people?	Google	
LaMDA	model	(similar	to	Blender):



LaMDA



LaMDA



LaMDA



Discussion
‣ What	do	you	think?


