
0378 Lecture 7

Word Embeddings

Announcements
- Fairness response

due today
- Friday : +1k by Nanyun Peng LUCIA )

11am 6.302

Recap- Last time : FFNNS

P(y- II )= softmaxlhtgcvflx)))

Pytorch basics



Deep Averaging Network
( AZ)

FENN
⇒ ay

5E⇒_
Predator is a masterpiece

How does this relate to Bow ?

Wordfumbeddings
So far : one - hot representations
of words

movie was good →



[ I 1 1

movie was good
]

= movie [ 0000 1 oooo ]
singlet

+ was [ 00 - -
- l 00 ]

+ good [ 00 .
-

- I ]

Problem : ① Long vectors

② good us
. great

> not

similar

film was great-1 movie is good

Instead of -10k dims
,
how

about -100 ?



Sim (good ,gra.tl#y-grertysinlgoodgbad)
bae#the

Distributionalhypothesis
JR Firth 1957 "You shall

know a word by the company
it keeps

"

I watched the movie

I watched the film

The film inspired Je

The Ñe inspired me



I took a picture
with film

There was af on
The liquid

Polysemous : word has multiple
senses / meanings

Nikolov et al . 2013 word Zvec

Learn 2 vectors for every
word

word vec + context vec
.

Attempt to predict context

given word
.



Skipiyrm

Input: a corpus of text

Output : Jw ,Iw for each w
wo% context in vocab

(for applications : use either I

or c- or Ttc)

Hyperparameters : d (50-300)
window size K

look in both directions



Let b- =/ 2

The film inspired me
⇒

CHEJecontext
context

word
, context

( film , The ) Training
(film , inspired) } examples
( film , me)

Other pairs (the, film )
( inspired - - - )



Model : (skip
-

gram )

P( context__y1wom=×)
vocab V

-

c distribution

=

,

overall

context
words in ✓

parameters : vectors J lvlxd

randomly initialized c- lvlxd

Training lay ) 9 train examples

Maximize [ log P(context_=y|wom*)
Kill in data



E± Corpus = I saw k=1

D=2
vocab = {I

,
saw)

Assume : J±= [ I 0 ] Tsai [01]

① Let c-saw -_ [ 101
✓

swµ_± c-
I
= [0 I]

Go 0J What is°±µr
p( contextword-sad

=I⇒q
Pccontext⇒awl word = saw )

e
Tsar Esau

=ÉÉÉwÉ
=



② What are the values of

c- that maximize livelihood?

see pner page

③ Why do we have T =/ c-?

Why two spaces ?

dot product of word w/self
would be high

④ "
we saw

"

if we
add this ,

should

get
Twe=Ñ=



Othermeth.dsfastte.it
: each word embedding

= Sum of Char n grams

Problem with Skip -gram
:

for each example, how expensive
is it to compute Plclw) ?

I V1 vocab d-dim vectors

0 ( Nld) one evaluation

corpus : ICI - k

whole training
. 0 (ÑdÑk)



Alternative :

Skip -gram
with negative sampling

CSGNS)

Take (word , context ) pairs as
"real " data

sample
"

fake
"

data

learn a binary classifier

Plreallx,y1=e,¥¥y



(2-014)
Glove Global Vectors

Factorizes a matrix of

(word, context ) counts
the I saw .

.

the

42I☐ lvlxlvl
saw 42
i

5Gt SGNS = Glove

Glove has no dependence on

corpus size


