
CS378:	Natural	Language	Processing

Greg	Durre9

Lecture	8:	Bias	in	Embeddings,	
Mul7lingual	Embeddings

Announcements

‣ Assignment	2	due	in	one	week

‣ Bias	in	embeddings	response	due	next	Tuesday	(submit	on	Canvas)

‣ Nanyun	Peng	talk	Friday;	11am	6.302

Recap Playing	around	with	embeddings

‣ See	Instapoll



Using	Word	Embeddings

‣ Approach	1:	learn	embeddings	as	parameters	from	your	data

‣ Approach	2:	iniValize	using	GloVe,	keep	fixed

‣ Approach	3:	iniValize	using	GloVe,	fine-tune
‣ Faster	because	no	need	to	update	these	parameters

‣ Works	best	for	some	tasks

‣ O]en	works	pre9y	well

Beyond	Word	Embeddings

fastText:	Sub-word	Embeddings

‣ Same	as	SGNS,	but	break	words	down	into	n-grams	with	n	=	3	to	6

Bojanowski	et	al.	(2017)

where:	
3-grams:	<wh,	whe,	her,	ere,	re>	
4-grams:	<whe,	wher,	here,	ere>,	
5-grams:	<wher,	where,	here>,	
6-grams:	<where,	where>

‣ Replace														in	skip-gram	computaVon	with		w · c
<latexit sha1_base64="okWze5eSFLfuKNB+HrglgUZNf6E=">AAADBXicfVLLbtQwFHXCqwyPTmHZjcWoUiLCKClIZYNUwYZlkZi20mQUOZ6bjlUnsewb2lGUDRt+hQ0LEGLLP7Djb3DSDKLTiivZOj7n3nv8SpUUBsPwt+PeuHnr9p2Nu4N79x883BxuPTo0ZaU5THgpS32cMgNSFDBBgRKOlQaWpxKO0tM3rX70AbQRZfEelwpmOTspRCY4Q0slW872TsykWrAk8oxPX9EYzpUXq4VIwDNBFMQ5w0Wa1eeN7w9WueiZBLtsU+VJbZIan0VNQ3u5W3k9619umWCA603/6rgqCtr+PrVaCnit39POr1O7hdeT63YdGdjpv6YYrMqt6RmN+bxEypPhKByHXdCrIOrBiPRxkAx/xfOSVzkUyCUzZhqFCmc10yi4hGYQVwYU46fsBKYWFiwHM6u7V2zojmXmNCu1HYV1b9l/K2qWG7PMU5vZnsSsay15nTatMHs5q0WhKoSCXxhllaRY0vZL0LnQwFEuLWBcC7tXyhdMM4724wzsJUTrR74KDnfH0fPx7rsXo/3X/XVskG3yhHgkIntkn7wlB2RCuPPR+ex8db65n9wv7nf3x0Wq6/Q1j8mlcH/+AZLG7d0=</latexit>
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<latexit sha1_base64="W7TRZGN2482/ctHk1BCU8sCouKE=">AAADMXicfVJNb9QwEHXCV1k+uoUjF4tVpUSEVVKQ4IJUwQGORWLbSutV5HidrFXHiewJ7CrKX+LCP0FcegAhrvwJnGwW0W3FSI6e35uZN3aclFIYCMNzx712/cbNWzu3B3fu3ru/O9x7cGyKSjM+YYUs9GlCDZdC8QkIkPy01JzmieQnydmbVj/5yLURhfoAq5LPcpopkQpGwVLxnvN2n1BZLmgcecbHrzDhy9Ij5ULE3DNBFJCcwiJJ62Xj+4NNLngmhi7bVHlcm7iGp1HT4F7udl7P+hdbxhDAdtO/OmyKgra/j62WcLjS70nn16ndxuvJbbuODOznv6YQbMqtKZE8BW9tlWEiFCbAl6DzWmWa5sYaf4qtwOYFYEa0yBbgx8NROA67wJdB1IMR6uMoHn4l84JVOVfAJDVmGoUlzGqqQTDJmwGpDC8pO6MZn1qoaM7NrO7+eIP3LTPHaaHtUnaIlv23orZjmlWe2Mz21GZba8mrtGkF6ctZLVRZAVdsbZRWEkOB2+eD50JzBnJlAWVa2FkxW1BNGdhHNrCXEG0f+TI4PhhHz8YH75+PDl/317GDHqHHyEMReoEO0Tt0hCaIOZ+db85354f7xT13f7q/1qmu09c8RBfC/f0HGUoAvg==</latexit>

Preview:	Subword	TokenizaVon

‣ Words	are	a	difficult	unit	to	work	with,	word	vocabularies	get	very	large

Sennrich	et	al.	(2016)

‣ Character-level	models	don’t	work	well

Input:	_the	_eco	tax	_port	i	co	_in			_Po	nt	-	de	-	Bu	is	…

‣ Compromise	soluVon:	use	thousands	of	“word	pieces”	(which	may	be	
full	words	but	may	also	be	parts	of	words)

‣ Rare	words	(ecotax,	porVco,	Pont-de-Buis)	all	get	broken	up	into	smaller	
units	we	can	embed



Preview:	Subword	TokenizaVon

Bostrom	and	Durre9	(2020)

‣ Byte-pair	encoding	(BPE)	produces	less	linguisVcally	plausible	units	
than	another	technique	based	on	a	unigram	language	model

Sentence	Embeddings
‣ What	if	we	want	embedding	representaVons	for	whole	sentences?

‣ Skip-thought	vectors	(Kiros	et	al.,	2015),	similar	to	skip-gram	generalized	to	a	
sentence	level	(more	later)

‣ Is	there	a	way	we	can	compose	vectors	to	make	sentence	representaVons?	
Summing?

‣ Will	return	to	this	in	a	few	weeks	as	we	move	on	to	syntax	and	semanVcs

Preview:	Context-dependent	Embeddings

Peters	et	al.	(2018)

‣ ELMo:	train	a	neural	language	model	to	predict	the	next	word	given	previous	words	
in	the	sentence,	use	its	internal	representaVons	as	word	vectors

‣ Context-sensi-ve	word	embeddings:	depend	on	rest	of	the	sentence

‣ Huge	improvements	across	nearly	all	NLP	tasks	over	GloVe

they see the batsthey swing their bats

‣ How	to	handle	different	word	senses?	One	vector	for	bats

Bias	in	Word	Embeddings



What	can	go	wrong	with	word	embeddings?

‣ What’s	wrong	with	learning	a	word’s	“meaning”	from	its	usage?	Maybe	
some	words	are	used	in	ways	we	don’t	want	to	replicate?

‣ What	data	are	we	learning	from?

‣ What	are	we	going	to	learn	from	this	data?

Bias	Exercise

1.	Think	about	a	similarity	associaVon	a	model	might	learn	that	you	believe	consVtutes	
bias.	For	this	associaVon,	list	(a)	what	the	word	pair	is;	(b)	why	you	think	this	is	present	
in	the	data	(e.g.,	give	an	example	of	how	it	could	appear	in	a	news	story)

Consider	learning	word	embeddings	from	a	corpus	of	news	ar0cles.

Now	consider	learning	word	embeddings	from	a	corpus	of	social	media	data	
comments	(think	about	reddit	+	Twi:er).

3.	Do	you	think	you’re	likely	to	see	the	bad	associaVon	from	above?	Why	or	why	not?

4.	Come	up	with	a	new	biased	similarity	associaVon;	list	(a)	what	the	word	pair	is;	
(b)	why	you	think	this	is	present	in	social	media	data

2.	Embeddings	are	o]en	used	at	the	input	layer	of	a	neural	network.	Can	you	think	of	
a	task	for	which	this	biased	associaVon	might	lead	to	bias	in	the	system?

Answer	the	following	in	<=3	sentences	each.

What	do	we	mean	by	bias?

‣ Compare	distance	(using	
cosine	similarity)	of	many	
occupaVons	to	the	vectors	
for	he	and	she

Bolukbasi	et	al.	(2016)

‣ These	regulariVes	are	not	restricted	to	gendered	pronouns.	
recep-onist	is	closer	to	so7ball	than	football

‣ This	work	focuses	on	binary	gender	stereotypes,	but	it	can	be	
extended

What	do	we	mean	by	bias?

Bolukbasi	et	al.	(2016) Manzini	et	al.	(2019)

‣ Nearest	neighbor	of	(b	-	a	+	c)



Debiasing

Bolukbasi	et	al.	(2016)

‣ IdenVfy	gender	subspace	with	gendered	
words	(avg	“male”	-	avg	“female”	word)

she

he

homemaker

woman

man

‣ Project	words	onto	this	subspace

‣ Subtract	those	projecVons	from	
the	original	word

homemaker’

Hardness	of	Debiasing

Gonen	and	Goldberg	(2019)

‣ Not	that	effecVve…and	the	male	
and	female	words	are	sVll	
clustered	together

‣ Bias	pervades	the	word	embedding	
space	and	isn’t	just	a	local	property	
of	a	few	words

Toxicity

https://toxicdegeneration.allenai.org/

‣ “Toxic	degeneraVon”:	neural	models	that	generate	toxic	stuff

‣ System	trained	on	a	big	chunk	of	the	Internet:	condiVoning	on	“SJW”,	
“black”	gives	the	system	a	chance	of	recalling	bad	stuff	from	its	
training	data

MulVlingual	Word	Embeddings



Recall:	Training	Embeddings

‣ Output:	embedding	for	each	word

‣ Input:	a	large	corpus	of	text	in	some	language	(English)

‣ What	if	we	have	mul-ple	corpora	of	text	in	different	languages?

‣ Learning	embeddings	on	each	language	individually:	these	
embeddings	aren’t	expected	to	have	any	relaVon

MulVlingual	Embeddings

Ammar	et	al.	(2016)

‣ mulVCluster:	use	bilingual	dicVonaries	to	form	clusters	of	words	
that	are	translaVons	of	one	another,	replace	corpora	with	cluster	
IDs,	train	“monolingual”	embeddings	over	all	these	corpora

‣ Works	okay	but	not	all	that	well

I	have	an	apple

J’	ai	des	oranges I			Je	J’

ID:	47ai				have

ID:	24

47	24	89			1981

47	24			18		427

‣ Input:	corpora	in	many	languages.	Output:	embeddings	where	
similar	words	in	different	languages	have	similar	embeddings

Aligning	exisVng	embeddings
‣ What	if	you	already	have	embeddings	in	two	languages	and	you	
just	want	to	align	them?

Mikolov	et	al.	(2013)

‣ Given:	dicVonary	of	pairs	(xi,	zi),	where	x	are	word	embeddings	in	a	
source	lang	(English)	and	z	are	word	embeddings	in	a	target	lang	(French)

‣ Learn	a	matrix	W	to	minimize	the	following:

(Looks	like	a	loss	funcVon!	Can	learn	with	SGD	on	the	pairs)

Aligning	exisVng	embeddings

Conneau	et	al.	(2017)

‣ RotaVon	learns	to	align	these	word	embedding	spaces!	Does	this	cartoon	
match	reality?



Aligning	exisVng	embeddings

Mikolov	et	al.	(2013)


