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Announcements

‣ Final	project	released	(more	details	at	the	end	of	today's	lecture)

‣ A5	due	today.	If	it	works	locally,	you	can	submit	with	screenshots	of	it	
working	and	we	will	double-check

Recap

‣ Two	methods	for	alignment:

‣ RLHF:	reinforcement	learning	with	a	learning	reward	model	to	encode	
preferences	over	trajectories

‣ Instruc<on	tuning:	supervised	learning	of	LMs	on	data	that	looks	
like	what	we	want	them	to	do	(answering	ques<ons,	etc.)

‣ This	lecture:	we’re	going	to	see	what	can	go	wrong	with	these	kinds	of	
fine-tuning	approaches	(on	smaller	LMs)

Recap

‣ Pretraining	(BERT):	
‣ Train	a	big	model	to	fill	in	masked-out	words,	then	adapt	it	to	other	
tasks.	Led	to	big	gains	in	ques,on	answering	and	NLI	performance.	
BART/T5,	GPT-3,	etc.	push	this	further.

‣ Ques,on	answering	(QA):	
‣ “What	was	Marie	Curie	the	first	female	recipient	of?”	
->	“The	Nobel	Prize”	(find	this	span	in	a	document	containing	the	
answer)

‣

‣ Natural	language	inference	(NLI):	
‣ "But	I	thought	you'd	sworn	off	coffee."	
contradicts	"I	thought	that	you	vowed	to	drink	more	coffee."



This	Lecture
‣ Generaliza<on	in	NLP

‣ Annota<on	ar<facts	and	reasoning	shortcuts	for	QA

‣ Annota<on	ar<facts	and	reasoning	shortcuts	for	NLI

‣ Solu<ons	to	these	problems

Generaliza<on

Model	Performance
‣ If	models	can	be	fine-tuned	on	large	datasets	and	perform	very	well	
on	a	held-out	test	dataset,	is	the	problem	solved?

‣ What	can	go	wrong?

‣ Examples:	parsing,	QA	(ask	ques<ons	about	a	Wikipedia	ar<cle),	…

Generaliza<on
‣ If	a	model	does	well	on	train	but	poorly	on	test	data,	it	doesn’t	generalize

‣ Many	no<ons	of	generaliza<on.	Example:	POS	tagging

English,	Wall	
Street	Journal

Train	data

English,	
also	WSJ

Test	data

English	
fic<on

English	
Tweets

Other	domains,	languages,	…

French	
newswire

(doable	with	mul<lingual	models)Easy

Hard

‣ A	model	can	do	well	on	its	test	data	and	s<ll	fail	to	generalize	out	of	
distribu3on	—	arguably	an	even	more	important	no<on



Generaliza<on:	QA

SQuAD:	factoid	
ques<ons	with	
answers	on	
Wikipedia

Train	data

SQuAD

Test	data

Unanswerable	
ques<ons

Science	
ques<ons

Other	domains

French	
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Who	won	the	Nobel	in	Chemistry	the	year	
Marie	Curie	won	the	Nobel	in	Physics?

Other	types	of	reasoning,	such	as	mul3-hop	ques3ons

Generaliza<on
‣ Just	doing	well	on	a	single	test	set	is	not	that	useful

‣ We	want	POS	taggers,	QA	systems,	and	more	that	can	generalize	to	
new	sejngs	so	we	can	deploy	them	in	prac<ce.	(ChatGPT	is	exci<ng	
par<ally	because	it	generalizes	really	well	to	new	tasks)

‣ Some<mes,	you	can	get	very	good	test	performance	but	the	model	
generalizes	very	poorly.	How	does	this	happen?

Annota<on	Ar<facts,	
Reasoning	Shortcuts:	QA

Annota<on	Ar<facts

‣ Some	datasets	might	be	easy	because	of	how	they’re	constructed,	
especially	in	QA	and	NLI

What	does	Macduff	do	to	Macbeth?

What	becomes	of	Macbeth?

What	violent	act	does	Macduff	perform	upon	Macbeth?

‣ All	ques<ons	have	the	same	answer.	But	some	are	more	easily	guessable



Reminder:	QA	with	BERT

Devlin	et	al.	(2019)

QA:	Answer	Type	Heuris<cs

What	degree	did	Mar3n	Luther	receive	on	October	19,	1512?

On	October	19,	1512,	Luther	was	awarded	his	doctorate	of	theology	
and,	on	October	21,	1512,	was	received	into	the	senate	of	the	
theological	faculty	of	the	University	of	WiKenberg.	He	spent	the	rest	of	
his	career	in	this	posi3on	at	the	University	of	WiKenberg.

‣ What	should	the	model	be	doing?	Corresponding	Mar<n	Luther	with	
Luther,	matching	October	19,	1512	between	ques<on	and	passage

QA:	Answer	Type	Heuris<cs

What	degree	did	Mar3n	Luther	receive?

On	October	19,	1512,	Luther	was	awarded	his	doctorate	of	theology	
and,	on	October	21,	1512,	was	received	into	the	senate	of	the	
theological	faculty	of	the	University	of	WiKenberg.	He	spent	the	rest	of	
his	career	in	this	posi3on	at	the	University	of	WiKenberg.

What	degree	___?

‣ Only	one	possible	degree	here!	Model	only	needs	to	see	“what	degree”	
and	will	not	learn	to	use	the	rest	of	the	context!

QA:	Answer	Type	Heuris<cs
‣ Ques<on	type	is	powerful	indicator.	Only	a	couple	of	loca<ons	in	this	context!

Where	____?

On	October	19,	1512,	Luther	was	awarded	his	doctorate	of	theology	
and,	on	October	21,	1512,	was	received	into	the	senate	of	the	
theological	faculty	of	the	University	of	WiKenberg.	He	spent	the	rest	of	
his	career	in	this	posi3on	at	the	University	of	WiKenberg.

Who	____?

When	____?



QA:	Answer	Type	Heuris<cs
‣ Ques<on	type	is	powerful	indicator.	Only	a	couple	of	loca<ons	in	this	context!

Where	____?

On	October	19,	1512,	Luther	was	awarded	his	doctorate	of	theology	
and,	on	October	21,	1512,	was	received	into	the	senate	of	the	
theological	faculty	of	the	University	of	WiKenberg.	He	spent	the	rest	of	
his	career	in	this	posi3on	at	the	University	of	WiKenberg.

Who	____? When	____?

‣ What	will	happen	if	we	train	on	this	data?

‣ Will	loss	decrease?

‣ How	will	the	model	learn	to	“behave”?

Adversarial	SQuAD
‣ SQuAD	ques<ons	are	onen	easy:	“what	
was	she	the	recipient	of?”	passage:	“…
recipient	of	Nobel	Prize…”

Jia	and	Liang	(2017)

‣ Can	we	make	them	harder	by	adding	a	
distractor	answer	in	a	very	similar	context?

‣ Take	ques<on,	modify	it	to	look	like	an	
answer	(but	it’s	not),	then	append	it	to	the	
passage

Adversarial	SQuAD

Jia	and	Liang	(2017)

‣ Distractor	“looks”	
more	like	the	
ques<on	than	the	
right	answer	does,	
even	if	en<<es	are	
wrong

Weakness	to	Adversaries

Jia	and	Liang	(2017)

‣ Performance	of	basically	every	
model	drops	to	below	60%	(when	
the	model	doesn't	train	on	these)

‣ BERT	variants	are	also	weak	to	
these	kinds	of	adversaries	(these	
models	are	pre-BERT)

‣ Unlike	other	adversarial	models,	we	
don’t	need	to	customize	the	
adversary	to	the	model;	this	single	
sentence	breaks	every	SQuAD	
model



Universal	Adversarial	“Triggers”

Wallace	et	al.	(2019)

‣ Adding	“why	how	because	to	kill	american	people”	causes	SQuAD	models	
to	return	this	answer	10-50%	of	the	<me	when	given	a	“why"	ques<on

‣ Similar	a>acks	on	other	ques<on	types	like	“who”

‣ Similar	to	Jia	and	Liang,	but	instead	add	the	same	adversary	to	every	passage

How	to	fix	QA?
‣ Be>er	models?

‣ But	a	model	trained	on	bad	data	will	onen	s<ll	be	weak	to	adversaries

‣ Training	on	Jia+Liang	adversaries	can	help,	but	there	are	plenty	of	other	
similar	a>acks	which	that	doesn't	solve

‣ Harder	QA	tasks/be>er	datasets
‣ Ask	ques<ons	which	cannot	be	answered	in	a	simple	way

‣ Same	ques<ons	but	with	more	distractors	may	challenge	our	models

How	to	fix	QA?
‣ No	training?
‣ Fine-tuning	imparts	many	of	these	spurious	correla<ons

‣ A	GPT	model	used	zero-shot	can	do	great	precisely	because	it	isn’t	
overfit	to	the	pa>erns	of	any	one	dataset

Annota<on	Ar<facts,	
Reasoning	Shortcuts:	NLI



Reminder:	NLI	with	BERT

Devlin	et	al.	(2019)premise hypothesis

entailed/neutral/contradic<on

NLI:	Hypothesis-only	Baselines

Premise:	A	woman	on	a	deck	is	selling	bamboo	s3cks.

Hypothesis:	A	woman	is	selling	s3cks

Hypothesis:	A	woman	is	juggling	flaming	chainsaws

‣ Not	all	of	these	things	have	the	same	likelihood	of	being	true	a	priori

Label?

‣ What	might	the	model	learn	to	do	in	this	case?

‣ One	of	these	things	looks	very	different	at	a	surface	level

NLI:	Hypothesis-only	Baselines

‣ To	create	neutral	sentences:	annotators	add	informa3on

‣ To	create	contradic<ons:	annotators	add	nega3on

‣ What’s	different	about	this	neutral	sentence?

‣ What’s	different	about	this	contradictory	sentence?

‣ These	are	not	broadly	representa<ve	of	what	can	happen	in	other	sejngs.	
There	is	no	“natural”	distribu<on	of	NLI,	but	this	is	s<ll	very	restric<ve

NLI:	Hypothesis-only	Baselines

‣ Models	can	detect	new	informa<on	or	nega<on	easily

Gururangan	et	al.	(2018);	Poliak	et	al.	(2018)

‣ Models	can	do	very	well	without	looking	at	the	premise

Performance	of	models	that	
only	look	at	the	hypothesis:	
~70%	on	3-class	SNLI	dataset

Hyp-only	model Majority	class



NLI:	Heuris<cs	(HANS)

McCoy	et	al.	(2019)

‣ Word	overlap	supersedes	actual	reasoning	in	these	cases

‣ They	create	a	test	set	(HANS)	consis<ng	of	cases	where	heuris<cs	
like	word	overlap	are	misleading.	Very	low	performance

Evidence	of	Spurious	Correla<ons:	Contrast	Sets

Gardner	et	al.	(2020)

‣ How	do	we	control	for	annota<on	ar<facts?	Things	like	“premises	
and	hypotheses	overlap	too	much”	aren’t	easy	to	see!

‣ For	any	par<cular	effect	like	lexical	overlap,	we	could	try	to	annotate	
data	that	“breaks”	that	effect

‣ Issue:	breaking	one	correla<on	may	just	result	in	another	one	
surfacing.	How	do	we	“break”	them	all	at	the	same	<me?

‣ Solu<on:	construct	new	examples	through	minimal	edits	that	
change	the	label.

‣ By	minimally	edi<ng	an	example,	we	control	for	pre>y	much	all	of	
the	possible	shortcuts	that	apply	to	the	original.	

‣ E.g.,	[summary	starts	with	“Hardly”	->	nega<ve]	is	a	pa>ern	that	
could	not	hold	anymore

Gardner	et	al.	(2020)

Evidence	of	Spurious	Correla<ons:	Contrast	Sets

Gardner	et	al.	(2020)

Evidence	of	Spurious	Correla<ons:	Contrast	Sets



Solu<ons

Broad	Solu<ons

‣ Most	solu<ons	involve	changing	what	data	is	trained	on

‣ Subset	of	data

‣ Son	subset	(i.e.,	reweight	the	exis<ng	examples)

‣ For	subsets:	what	do	we	train	on?

‣ Superset:	add	adversarially-constructed	data,	contrast	sets,	etc.

‣ Don’t	train	on	stuff	that	allows	you	to	cheat

‣ Train	on	examples	that	teach	the	real	task	rather	than	shortcuts

Dataset	Cartography

Swayamdipta	et	al.	(2021)

‣ What	happens	with	each	par<cular	example	during	training?

‣ Spurious	correla<ons	are	easy	to	learn:	a	model	should	learn	these	
early	and	always	get	them	right

‣ Imagine	a	mislabeled	example

‣ Probably	just	always	wrong	unless	it	gets	overfit

‣ Imagine	a	very	challenging	example

‣ Model	predic<on	may	change	a	lot	as	it	learns	this	example,	may	be	
variable	in	its	predic<ons

Data	Maps

Swayamdipta	et	al.	(2021)

‣ Confidence:	mean	probability	
of	correct	label

‣ Variability:	standard	devia<on	
in	probability	of	the	correct	
label

‣ Ambiguous	examples:	
possible	learnable	(model	
knows	it	some<mes	but	not	
other	<mes),	but	hard!



Data	Maps

Swayamdipta	et	al.	(2021)

‣ What	to	do	with	them?

‣ Training	on	hard-to-learn	or	
ambiguous	examples	leads	to	
be>er	performance	out-of-
domain

Debiasing

Utama	et	al.	(2020)

‣ Other	ways	to	iden<fy	easy	examples	other	than	data	maps

‣ Train	some	kind	of	a	weak	model	and	discount	examples	that	it	fits	easily

probability	under	a	copy	of	the	model	trained	
for	a	few	epochs	on	a	small	subset	of	data	(bad	model)

one-hot	label	vector log	probability	
of	each	label

Debiasing

Utama	et	al.	(2020)

‣ On	the	challenging	HANS	test	set	for	NLI,	this	debiasing	improves	
performance	substan<ally

‣ In-domain	MNLI	performance	goes	down

Debiasing

He	et	al.	(2019),	Clark	et	al.	(2019)

‣ Other	work	has	explored	similar	approaches	using	a	known	bias	model

probabili<es	from	learned	bias	model	—	like	the	weak	model	from	
Utama	et	al.	(prev.	slides),	but	you	define	its	structure

‣ Ensembles	the	weak	model	with	the	model	you	actually	learn.	
‣ Your	actual	model	learns	the	residuals	of	the	weak	model:	
the	difference	between	the	weak	model's	output	distribu<on	and	
the	target	distribu<on.	

‣ This	lets	it	avoid	learning	the	weak	model's	biases!



Core	Principles

‣ By	reweigh<ng	data	or	changing	the	training	paradigm,	you	can	learn	a	
model	that	generalizes	be>er

‣ Most	gains	will	show	up	out-of-domain.	Very	hard	to	get	substan<al	
improvements	on	the	same	dataset,	unless	you	consider	small	subsets	
of	examples	(e.g.,	the	toughest	1%	of	examples	by	some	measure)

Final	Project	
(see	spec	and	GitHub)


