
CS371N:	Natural	Language	Processing

Greg	Durre9

Lecture	26:	
RAG,	LLM	Safety

Some	slides	from	Eunsol	Choi

Announcements
‣ FP	due	Friday,	December	13

‣ Last	ethics	response	in	class	tomorrow

‣ Greg’s	remaining	OHs:	this	Thursday,	next	Monday

This	Lecture

‣ LLM	safety:	jailbreaking

‣ Retrieval-augmented	generaSon

‣ LLM	safety:	copyright	and	learning/unlearning
QA	revisited,	

Retrieval-augmented	GeneraSon



QA	can	be	very	broad
‣ Factoid	QA:		
‣ what	states	border	Mississippi?	
‣ when	was	Barack	Obama	born?	
‣ how	is	Advil	different	from	Tylenol?	

‣ “QuesSon	answering”	as	a	term	is	so	broad	as	to	be	meaningless
‣ Is	P=NP?

‣ What	is	the	translaBon	of	[sentence]	into	French?

‣ What	is	4+5?

‣ Is	it	okay	to	use	a	blender	in	2AM	in	an	apartment?	

Open-domain	QA

‣ A	lot	of	what	we	define	as	“QA”	is	quesSons	where	a	factual	answer	
exists	and	can	be	given	based	on	retrieved	informa5on	from	the	web	
(unlike	SQuAD	where	a	paragraph	is	given)

Q:	What	was	Marie	Curie	the	recipient	of?

Marie	Curie	was	awarded	the	Nobel	Prize	in	Chemistry	and	
the	Nobel	Prize	in	Physics…

Mother	Teresa	received	the	Nobel	Peace	Prize	in…

Curie	received	his	doctorate	in	March	1895…

Skłodowska	received	accolades	for	her	early	work…

‣ To	do	this:	we	need	to	retrieve	informaSon	(e.g.,	from	a	search	engine)

Open-domain	QA

Chen	et	al.	(2017) 8

Open	Retrieval	QA	(RAG)

Retriever-reader	pipeline	(also	called	

retrieval-augmented	genera5on;	RAG)	

‣ Retriever	selects	documents	from	a	

large	corpus	that	are	relevant	to	the	

query	

‣ Then,	reader	selects	the	top	scoring	
span	from	the	top-n	retrieved	

documents	

‣ AlternaSvely:	the	reader	is	an	LLM	

that	generates	a	response	freely	(this	

is	what	RAG	typically	means)	



Classic	InformaSon	Retrieval	Task
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‣ Given	a	query	and	a	document	corpus,	provide	a	ranked	list	of	
documents	relevant	to	the	query.	

‣ Typically	the	document	collecSon	is	large	—	efficiency	is	important!

Classic	SoluSon:	TF-IDF
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‣ Tf-idf	=	product	of	e	and	idf		

‣ Idf:	inverse	document	frequency

idft,C = log10
|C |
dft

Total	number	of	documents	
in	the	collecSon

Number	of	documents	
where	term	t	occurs

tf-idf(t, d, C) = tft,d ⋅ idft,C

tft,d = log10(count(t, d) + 1)
‣ Tf:	term	(t)	frequency	in	document	d

score(q, d) = ∑
t∈q

tf-idf(t, d)
|d |

‣ Scoring	document	(d)	for	a	given	query	(q):	

Token (t) Document (d) Corpus (C)

Dense	Vectors
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‣ Can	we	use	dense	vectors	for	retrieval?

‣ Embed	queries	and	documents	with	encoder	(e.g.,	BERT)	and	
score	the	similarity	by	taking	their	dot	product

hq = BERTQ(q)[CLS]
hd = BERTD(d)[CLS]

score(q, d) = hq ⋅ hd

‣ This	is	the	foundaSon	of	modern	RAG	retrievers:	encoding	each	
document	yields	a	vector	store	that	each	query	retrieves	against

‣ But	using	BERT,	this	does	not	work	well	out	of	the	box…	

Contriever
‣ ContrasSve	learning:	encourage	a	query	to	be	more	similar	to	
“posiSves”	than	“negaSves”

‣ PosiSves:
‣ “Inverse	cloze	task”:	take	a	paragraph,	treat	a	span	of	that	paragraph	
(say,	5	words)	as	the	query,	treat	the	rest	of	the	paragraph	as	a	posiSve

‣ “Independent	cropping”:	take	two	random	paragraphs,	treat	one	as	
query	and	one	as	posiSve

‣ What	objecSve	does	this	look	like?



Contriever
‣ ContrasSve	learning:	encourage	a	query	to	be	more	similar	to	
“posiSves”	than	“negaSves”

‣ NegaSves
‣ “In-batch	negaSves”:	treat	posiSves	from	other	examples	in	the	batch	as	
negaSves

‣ Can	also	store	negaSves	from	previous	batches	to	have	a	wider	pool	of	
negaSves.	Important	to	have	hard	negaSves

Dense	Retrieval

14 	[Kha9ab	et	al,	SigIR2020]

‣ Dual-encoder	architectures	
‣ Encode	query	and	document	
separately,	and	search	for	
nearest	neighbor		

‣ Allows	faster	retrieval

15 	[Kha9ab	et	al,	SigIR2020]

‣ Dual-encoder	architectures	
‣ Encode	query	and	document	
separately,	and	search	for	
nearest	neighbor		

‣ Allows	faster	retrieval

‣ Cross-encoder	architectures	

‣ Encode	query	and	document	jointly		

‣ Outperform	dual-encoder	given	training	
data	

‣ Oqen	used	together	with	more	efficient	
methods

Dense	Retrieval Reader

‣ Once	documents	are	retrieved,	we	can	feed	them	to	GPT	to	generate	
a	response.	This	is	how	systems	like	Perplexity	AI	work,	and	how	GPT	
works	when	it	searches

‣ How	well	does	this	approach	do?

https://dl.acm.org/doi/pdf/10.1145/3397271.3401075
https://dl.acm.org/doi/pdf/10.1145/3397271.3401075


ExpertQA

Chaitanya	Malaviya	et	al.	(2023)

‣ QuesSons	curated	by	experts

ExpertQA

Chaitanya	Malaviya	et	al.	(2023)

‣ Goal:	generate	
answers	with	
a9ribuSons	(citaSons	
to	sources)

‣ We	can	do	this	
directly	from	LLMs	or	
with	RAG

ExpertQA

Chaitanya	Malaviya	et	al.	(2023)

gpt4:	no	retrieval	
rr:	retrieve-and-read	(RAG)

ExpertQA

Chaitanya	Malaviya	et	al.	(2023)

gpt4:	no	retrieval	
rr:	retrieve-and-read	(RAG)

‣ For	these	quesSons,	retrieval	
didn’t	necessarily	make	
responses	much	more	helpful	
or	much	more	factual,	but	it	
does	increase	the	ability	to	
a9ribute	to	sources



Takeaways

‣ Retriever:	embed	query	and	documents	with	dense	vectors,	do	a	
comparison	to	efficiently	find	relevant	documents

‣ Reader:	feed	retrieved	documents	into	an	LLM	along	with	the	quesSon

‣ RAG	is	someSmes	necessary,	e.g.,	when	answering	quesSons	over	
proprietary	data.	But	when	answering	quesSons	over	the	web,	it	beats	
GPT4	by	less	than	you	might	think!

LLMs	and	Society

Crash	Course

‣ This	lecture:	surveying	several	topics	related	to	LLMs	having	too	much	
knowledge	(and	surfacing	it	at	the	wrong	Smes)	or	too	li9le	knowledge

‣ Next	lecture:	wide-ranging	discussion	around	LLM

‣ Adversarial	a9acks
‣ “Jailbreaking”

Jailbreaking



Safety	Issues	of	LLMs

Xinyue	Shen	et	al.	(2023)

‣ What’s	the	“worst	case	
scenario”	you	can	think	of	
here?

Safety	Issues	of	LLMs

Andy	Zou	et	al.	(2023)

Finding	Jailbreak	Prompts

Andy	Zou	et	al.	(2023)

‣ OpSmizaSon	problem:	find	the	!	tokens	that	maximize	
P(purple	text	|	prefix)

‣ Same	setup	as	Wallace	et	al.	“Universal	Adversarial	Triggers”

Finding	Jailbreak	Prompts

Andy	Zou	et	al.	(2023)



Results:	Finding	Jailbreak	Prompts

Andy	Zou	et	al.	(2023)

‣ ASR	=	A9ack	Success	Rate

‣ Can	successfully	a9ack	individual	models	when	opSmizing	for	them
Andy	Zou	et	al.	(2023)

‣ Can	also	a9ack	mulSple	models	at	once

Results:	Finding	Jailbreak	Prompts

MulSple	Model	A9acks

Andy	Zou	et	al.	(2023)‣ What’s	the	“worst	case	scenario”	you	can	think	of	here?

Copyright	and	Learning/Unlearning



Copyright	Issues

h9ps://www.jdsupra.com/legalnews/arSficial-intelligence-and-copyright-6563561/

The	lawsuit	claims	that	OpenAI's	"commercial	success	is	built	in	large	part	on	
OpenAI's	large-scale	copyright	infringement."	The	NYT	alleges	that:	(1)	OpenAI's	
pla\orm	is	powered	by	LLMs	containing	copies	of	The	NYT's	content;	and	(2)	
OpenAI's	pla\orm	generates	output	that	recites	The	NYT's	content	verbaBm,	closely	
summarizes	it,	mimics	its	expressive	style,	and	even	wrongly	aaributes	false	
informaBon	to	The	NYT.

‣ Lawsuits	surrounding	generaSve	AI	
‣ Ge9y	Images	suing	Stability	AI	(over	images)	
‣ NYT	suing	OpenAI

Copyright	Issues

Eldan	and	Russinovich	(2023)

‣ One	soluSon:	can	we	“unlearn”	this	text?

‣ Can’t	just	reduce	the	likelihood	of	“Harry”;	this	damages	more	general	
language	understanding

‣ Can’t	just	reduce	the	likelihood	of	“Ron”	or	the	model	will	start	to	say	
“Hermione”

Knowledge	Unlearning

Eldan	and	Russinovich	(2023)

‣ Train	a	“reinforced”	model	that	learns	the	knowledge	to	learn	even	more

‣ Find	tokens	that	score	highly	under	the	baseline	model	and	low	under	
the	reinforced	model	(don’t	increase	with	reinforcing)

‣ Separate	modificaSon:	also	remap	disSncSve	tokens	(e.g.,	Marauder’s	
Map	—>	Explorer’s	Chart)

Aside:	ContrasSve	Decoding

Xiang	Li	et	al.	(2023)

‣ Compare	a	weak	model	and	a	
strong	model	to	improve	the	
strong	model	further

‣ Why	use	the	weak	model	at	
all?



Eldan	and	Russinovich	(2023)‣ Blue	=	target	labels

Knowledge	Unlearning

Eldan	and	Russinovich	(2023)

Knowledge	Unlearning

Knowledge	Learning

Yasumasa	Onoe	et	al.	(2022)

‣ What	about	learning	new	enSSes?

Knowledge	Learning

‣ Our	dataset:	EnSty	Cloze	by	Date

Yasumasa	Onoe	et	al.	(2022)

‣ Cloze	task:	fill-in-the-blank	reasoning

‣ EnSSes	indexed	by	date:	retrieve	enSSes	that	won’t	have	been	seen	
by	a	language	model	before



EnSty	UpdaSng

Yasumasa	Onoe	et	al.	(2022)

‣ Goal:	update	a	model	so	that	it	now	knows	something	about	this	
enSty

Methods:	EnSty	UpdaSng

Eric	Mitchell	et	al.	(2022),	
Kevin	Meng	et	al.	(2022)

‣ Fine-tune	(FT)	on	this	definiSon.	Problem:	it’s	hard	to	learn	all	of	
this	informaSon	in	just	one	shot

‣ MEND	(Mitchell	et	al.):	meta-learn	an	update	to	inject	the	
informaSon	in	a	single	gradient	step

‣ ROME	(Meng	et	al.):	use	interpretability	methods	to	find	where	in	a	
network	informaSon	is	“stored”,	then	update	those	params

Results:	EnSty	UpdaSng

Yasumasa	Onoe	et	al.	(2023)

‣ Prepending	the	enSty’s	definiSon	makes	perplexity	much	be9er.	
But	other	injecSon	techniques	don’t	work	well	(e.g.,	ROME)

‣ Results	on	GPT2-Neo:

Results:	EnSty	UpdaSng

Shankar	Padmanabhan	et	al.	(2023)
‣ Knowledge	disSllaSon	method	to	add	informaSon,	but	sSll	doesn’t	
work	that	well!



Where	are	we	at?

‣ LLMs	are	sSll	retrained	frequently	to	update	the	informaSon

‣ No	widely	accepted	recipes	for	adding	or	removing	informaSon

‣ RLHF	is	used	to	prevent	LLMs	from	surfacing	bad	informaSon,	but	
things	like	jailbreaking	can	sSll	circumvent	it

Ethics,	Bias,	and	Fairness

Framing

‣ MulSlingual	models	are	important	parSally	because	they	make	NLP	
technology	more	accessible	to	a	wide	audience

‣What	are	the	implica5ons	of	that	access?	
More	broadly,	what	is	the	societal	impact	of	NLP	models?	
What	ethical	ques5ons	do	we	need	to	consider	around	them?

‣ This	addresses	the	issue	of	exclusion:	people	not	being	able	to	access	
them	due	to	language	barriers

Major	Tests	for	Fairness

‣ Toxicity:	will	an	LM	generate	sexist/racist/biased	output?

‣ …will	it	do	it	from	an	“innocent”	prompt?	(If	you	ask	it	to	be	racist,	
that’s	not	as	bad	as	if	you	just	ask	it	for	a	normal	answer)

‣ Bias:	will	predicSons	be	biased	by	gender	or	similar	variables?

‣ BiasInBios:	predict	occupaSon	from	biography,	where	gender	is	a	
confounding	variable

‣ Do	representaSons	encode	a9ributes	like	gender?

‣ Will	LLMs	do	different	things	for	prompts	with	different	race/religion/
gender?	(E.g.,	will	tell	“Jewish”	jokes	but	not	“Muslim”	jokes)



Things	to	Consider

‣What	ethical	ques5ons	do	we	need	to	consider	around	NLP?

‣What	kinds	of	“bad”	things	can	happen	from	seemingly	“good”	
technology?

‣What	kinds	of	“bad”	things	can	happen	if	this	technology	is	used	for	
explicitly	bad	aims	(e.g.,	genera5ng	misinforma5on)?


