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Announcements

‣ Course	evaluaAons:	please	fill	these	out	for	extra	credit!	Upload	a	
screenshot	with	your	final	project

‣ FP	due	December	13

‣ Ethics	writeup	due	on	Tuesday	(but	you	can	do	it	today	:)	)



Ethics	in	NLP



Things	to	Consider

‣What	ethical	ques-ons	do	we	need	to	consider	around	NLP?

‣What	kinds	of	“bad”	things	can	happen	from	seemingly	“good”	
technology?

‣What	kinds	of	“bad”	things	can	happen	if	this	technology	is	used	for	
explicitly	bad	aims	(e.g.,	genera-ng	misinforma-on)?



What	are	we	not	discussing	today?
Is	powerful	AI	going	to	kill	us?

What	can	actually	go	wrong	for	people,	today?

‣ Maybe,	lots	of	work	on	“x-risk”	but	a	lot	of	this	
is	philosophical	and	sort	of	speculaAve,	hard	to	
unpack	with	tools	in	this	class

‣ Instead,	let’s	think	about	more	near-term	harms	
that	have	already	been	documented



Brainstorming
‣ What	are	the	risks	here	inherent	to	these	systems	we’ve	seen?	E.g.,	
fairness:	we	might	have	a	good	system	but	it	does	bad	things	if	it’s	unfair.



Brainstorming
‣ What	are	the	risks	here	of	applica-ons?	Misuse	and	abuse	of	NLP



Ethics	Writeup
1.	Describe	one	risk	or	possible	problem	with	an	NLP	system.	You	
should	briefly	describe	the	more	general	issue	(“lack	of	interpretability”)	
and	some	specific	manifestaAon	of	this	problem.	(It’s	okay	to	use	your	
example	from	the	first	class	if	you	want	to.)

2.	Describe	how	this	problem	relates	to	models	so	far	in	the	class.	Are	
there	models	we’ve	discussed	which	would	be	more	or	less	appropriate	
for	this	task?

3.	Do	you	think	this	problem	is	addressable?	If	so,	how,	and	what	
methods	have	we	seen	in	the	class	for	this?	If	not,	what	other	ac-ons	
could	we	take?	(e.g.,	have	a	human-in-the-loop	approach	that	miAgates	
system	errors)?



Broad	Types	of	Risk

Bias	amplifica-on:	systems	exacerbate	real-world	bias	rather	than	
correct	for	it

Unethical	use:	powerful	systems	can	be	used	for	bad	ends

Exclusion:	underprivileged	users	are	le_	behind	by	systems

Dangers	of	automa-on:	automaAng	things	in	ways	we	don’t	understand	
is	dangerous

Hovy	and	Spruit	(2016)



Bias	AmplificaAon

‣ Bias	in	data:	67%	of	training	images	involving	
cooking	are	women,	model	predicts	80%	
women	cooking	at	test	Ame	—	amplifies	bias

Zhao	et	al.	(2017)

‣ Can	we	constrain	models	to	avoid	this	while	
achieving	the	same	predicAve	accuracy?

‣ Place	constraints	on	proporAon	of	predicAons	
that	are	men	vs.	women?



Bias	AmplificaAon

Rudinger	et	al.	(2018),	Zhao	et	al.	(2018)

‣ Coreference:	models	make	assumpAons	about	genders	and	
make	mistakes	as	a	result



Bias	AmplificaAon

Rudinger	et	al.	(2018),	Zhao	et	al.	(2018)

‣ Can	form	a	targeted	test	set	to	invesAgate

‣ Models	fail	to	predict	on	this	test	set	in	an	unbiased	way	(due	to	
bias	in	the	training	data)



Bias	AmplificaAon

Alvarez-Melis	and	Jaakkola	(2017)

‣ English	->	French	machine	translaAon	
requires	inferring	gender	even	when	
unspecified

‣ “dancer”	is	assumed	to	be	female	in	
the	context	of	the	word	“charming”…
but	maybe	that	reflects	how	language	
is	used?



Broad	Types	of	Risk

Bias	amplifica-on:	systems	exacerbate	real-world	bias	rather	than	
correct	for	it

Unethical	use:	powerful	systems	can	be	used	for	bad	ends

Exclusion:	underprivileged	users	are	le_	behind	by	systems

Dangers	of	automa-on:	automaAng	things	in	ways	we	don’t	understand	
is	dangerous

Hovy	and	Spruit	(2016)



Exclusion

‣ Most	of	our	annotated	data	is	English	data,	especially	newswire

Codeswitching?

Dialects?

Other	languages?	(Non-European/CJK)

‣ What	about:

‣ Caveat:	especially	when	building	something	for	a	group	with	a	small	
group	of	speakers,	need	to	take	care	to	respect	their	values



Exclusion

Da	Yin	et	al.	(2022)	GeoMLAMA

‣ Can	test	cultural	
knowledge	
about	country	X	
in	language	Y

‣ O_en	do	be9er	
with	mismatched	
X-Y	pairs	due	to	
reporAng	bias

‣ Models	are	near	
random	accuracy



Exclusion

Fangyu	Liu	et	al.	(2021)	MaRVL

‣ Similar	concept:	visual	reasoning	with	images	from	all	over	the	globe	
and	in	many	languages



Dangers	of	AutomaAc	Systems

Slide credit: https://www.reuters.com/article/us-amazon-com-
jobs-automation-insight/amazon-scraps-secret-ai-recruiting-
tool-that-showed-bias-against-women-idUSKCN1MK08G

‣ “Amazon	scraps	secret	AI	recruiAng	tool	that	showed	bias	
against	women”

‣ “Women’s	X”	organizaAon	was	a	negaAve-weight	feature	in	resumes

‣ Women’s	colleges	too

‣ Was	this	a	bad	model?	Maybe	it	correctly	reflected	the	biases	in	the	
what	the	humans	did	in	the	actual	recruiAng	process



Dangers	of	AutomaAc	Systems

Slide	credit:	The	Verge



Large	Language	Models



Dangers	of	AutomaAc	Systems

https://toxicdegeneration.allenai.org/

‣ “Toxic	degeneraAon”:	systems	that	generate	toxic	stuff

‣ System	trained	on	a	big	chunk	of	the	Internet:	condiAoning	on	“SJW”,	
“black”	gives	the	system	a	chance	of	recalling	bad	stuff	from	its	
training	data



StochasAc	Parrots

Bender,	Gebru,	McMillan-Major,	Shmitchell	(2021)

‣ Claim	1:	environmental	cost	is	disproporAonately	born	by	marginalized	populaAons,	
who	aren’t	even	well-served	by	these	tools

‣ Claim	2:	massive	data	is	fundamentally	challenging	to	audit,	contains	data	that	is	
biased	and	is	only	a	snapshot	of	a	single	point	in	Ame

‣ Claim	3:	these	models	are	not	grounded	in	meaning	—	when	they	generate	an	
answer	to	a	quesAon,	it	is	merely	by	memorizing	cooccurrence	between	symbols



Friedrich	+	Zesch

Unethical	Use:	Privacy



Unethical	Use:	Privacy
‣ LLMs	are	trained	on	lots	of	data,	including	copyrighted	data

‣ What	rights	should	copyright	holders	have	to	exclude	their	data	from	LLM	training?

‣ What	rights	should	ciAzens	have	to	exclude	informaAon	about	themselves	from	LLM	
training?

‣ Is	this	similar	to	or	different	from	how	search	engines	should	be	treated?



Unethical	Use:	LLMs
‣ AI-generated	misinformaAon	(intenAonal	or	not)

‣ CheaAng/plagiarism	(in	school,	academic	papers,	…)

‣ “Be9er	Google”	can	also	help	people	learn	how	to	build	bombs

‣ Should	sites	like	StackOverflow	or	reddit	allow	LLM-generated	answers?

‣ Where’s	the	line	between	what’s	acceptable	and	what’s	not?



Unethical	Use:	LLMs



Carbon	Impact
‣ How	do	we	balance	
LLM	development	with	
environmental	impact?

h9ps://www.theverge.com/2024/7/2/24190874/google-ai-climate-change-carbon-emissions-rise



How	to	move	forward

‣ Hal	Daume	III:	Proposed	code	of	ethics	
h9ps://nlpers.blogspot.com/2016/12/should-nlp-and-ml-communiAes-have-code.html

‣ Value-sensiAve	design:	vsdesign.org
‣ Account	for	human	values	in	the	design	process:	understand	whose	
values	ma9er	here,	analyze	how	technology	impacts	those	values

‣ Contribute	to	society	and	human	well-being,	and	minimize	negaAve	consequences	of	compuAng	systems	

‣ Make	reasonable	effort	to	prevent	misinterpretaAon	of	results	

‣ Make	decisions	consistent	with	safety,	health,	and	welfare	of	public	

‣ Improve	understanding	of	technology,	its	applicaAons,	and	its	potenAal	consequences	(pos	and	neg)

‣ Many	other	points,	but	these	are	relevant:

http://vsdesign.org


How	to	move	forward

‣ Datasheets	for	datasets	[Gebru	et	al.,	2018]	
h9ps://arxiv.org/pdf/1803.09010.pdf

‣ What	is	the	nature	of	the	data?	

‣ Errors	or	noise	in	the	dataset?	

‣ Does	the	dataset	contain	confidenAal	informaAon?	

‣ Is	it	possible	to	idenAfy	individuals	directly	from	the	dataset?

‣ Set	of	criteria	for	describing	the	properAes	of	a	dataset;	a	subset:

‣ Related	proposal:	Model	Cards	for	Model	ReporAng



How	to	move	forward

‣ Closing	the	AI	Accountability	Gap	[Raji	et	al.,	2020]	
h9ps://dl.acm.org/doi/pdf/10.1145/3351095.3372873

‣ Structured	framework	for	producing	an	audit	of	an	AI	system



Final	Thoughts

‣ You	will	face	choices:	what	you	choose	to	work	on,	what	company	you	
choose	to	work	for,	etc.

‣ Tech	does	not	exist	in	a	vacuum:	you	can	work	on	problems	that	will	
fundamentally	make	the	world	a	be9er	place	or	a	worse	place	(not	
always	easy	to	tell)

‣ As	AI	becomes	more	powerful,	think	about	what	we	should	be	doing	
with	it	to	improve	society,	not	just	what	we	can	do	with	it


