
ELMo

ELMo	Tasks:	Sen.ment

the	movie	was	gross	and	overwrought,	but	I	liked	it

this	movie	was	great!	would	watch	again

this	movie	was	not	really	very	enjoyable
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‣Why	are	context-dependent	embeddings	useful	here?

Peters	et	al.	(2018)

ELMo	Tasks:	NER

Barack	Obama	will	travel	to	Hangzhou	today	for	the	G20	meeBng	.
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‣Why	are	context-sensi.ve	embeddings	useful	here?

Peters	et	al.	(2018)

ELMo	Tasks:	SRL

‣ Iden.fy	arguments	of	the	verb

‣Why	are	context-dependent	embeddings	useful	here?

Peters	et	al.	(2018)



ELMo

‣ SST5	=	sen.ment,	SQuAD	=	QA	(coming	later)

Peters	et	al.	(2018)

‣ Training:	1B	words	of	text	taken	from	MT	data	(news,	etc.)

‣ Large	gains	across	many	tasks

ELMo

Peters	et	al.	(2018)

‣ Nearest	neighbors	of	words	in	context

ELMo

‣ Highly	flexible:	can	use	as	an	embedding	layer	for	nearly	any	task

‣ Can	be	big	and	slow:	big	LSTMs	can	suck	up	GPU	memory

‣ Strictly	be]er	than	word2vec	if	you	can	afford	it

‣ AllenNLP:	calling	ELMo	is	just	one	line,	plenty	of	models	for	different	tasks	
built	on	top	of	it

Peters	et	al.	(2018)


