
Transformers	for	MT

Transformers

Vaswani	et	al.	(2017)

‣ Encoder	and	decoder	are	both	transformers

‣ Decoder	consumes	the	previous	generated	
token	(and	aCends	to	input),	but	has	no	
recurrent	state

Transformers

Vaswani	et	al.	(2017)

‣ If	we	let	self	aCenFon	look	at	the	whole	sentence,	can	access	
anything	in	O(1)
‣QuadraFc	in	sentence	length

Transformers

Vaswani	et	al.	(2017)

‣ Big	=	6	layers,	1000	dim	for	each	token,	16	heads,	
base	=	6	layers	+	other	params	halved



VisualizaFon:	low	layer	(one	head)

Vaswani	et	al.	(2017)

VisualizaFon:	high	layer	(several	heads)

Vaswani	et	al.	(2017)

GPT/BERT

OpenAI	GPT

Radford	et	al.	(2018)

‣ Fine-tune	transformer	parameters	on	the	end	task

‣ “ELMo	with	transformers”

‣ Assignment	4	architecture	but	with	a	pretrained	
transformer	model



OpenAI	GPT

Radford	et	al.	(2018)

‣ Fine-tune	transformer	parameters	on	the	end	task

‣ “ELMo	with	transformers”

OpenAI	GPT

Radford	et	al.	(2018)

‣ BeCer	than	ELMo

BERT
‣ Two-sided	Transformer	model

Devlin	et	al.	(2018)

‣ Big	model:	24	layers,	word	dims	
of	1024,	16	heads

‣ Small	model:	3/4	of	this

‣ Problem:	how	to	do	LM	when	you	
look	at	the	whole	input?	
PredicFng	T’s	from	E’s	is	trivial

BERT
‣ Text	“infilling”	task

Devlin	et	al.	(2018)

I	went	to	the	[MASK]	and	bought	[MASK]	[MASK]

I	went	to	the	store	and	bought	some	milk

Transformer	layers



BERT
‣ Next	sentence	predicFon:	predict	a	true/false	label	from	a	[CLS]	
(classificaFon)	input

Devlin	et	al.	(2018)

[CLS]	I	went	to	the	[MASK]	and	bought	[MASK]	[MASK]	||	[MASK]	was	tasty	.

TRUE	I	went	to	the	store	and	bought	some	milk	||	It	was	tasty	.

Transformer	layers

BERT
‣ Next	sentence	predicFon:	predict	a	true/false	label	from	a	[CLS]	
(classificaFon)	input

Devlin	et	al.	(2018)

[CLS]	I	went	to	the	[MASK]	and	bought	[MASK]	[MASK]	||	[MASK]	flew	to	Paris

FALSE	I	went	to	the	store	and	bought	some	milk	||	I	flew	to	Paris

Transformer	layers

BERT

Devlin	et	al.	(2018)

‣ Can	use	this	like	ELMo	and	just	
produce	embeddings

‣ Again,	works	beCer	to	fine-tune	
the	whole	model	on	the	end	
task

‣ “Rewires”	the	class	label	output	
to	do	the	right	thing

BERT

Devlin	et	al.	(2018)

‣ Huge	improvements	over	prior	work	(even	compared	to	ELMo)

‣ EffecFve	at	“sentence	pair”	tasks:	textual	entailment	(does	sentence	A	
imply	sentence	B),	paraphrase	detecFon



Open	AI	GPT2

‣ GPT2:	even	bigger	GPT

‣ Trained	on	40GB	of	text	
collected	from	upvoted	links	
from	reddit

‣ 1.5B	parameters	—	by	far	the	
largest	of	these	models	trained	
to	date

Radford	et	al.	(2019)

Open	AI	GPT2
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