
CS378:	Natural	Language	Processing	
Lecture	1:	Introduc:on

Greg	Durre=

Administrivia

‣ Course	website	(including	syllabus): 
h=p://www.cs.utexas.edu/~gdurre=/courses/sp2020/cs378.shtml

‣ Piazza:	link	on	the	course	website

‣ My	office	hours:	Tuesday	1pm-2pm,	Wednesday	10am-11am,	GDC	3.812

‣ TA:	Yasumasa	Onoe;	Proctor:	Shrey	Desai.	See	website	for	OHs

‣ Lecture:	Tuesdays	and	Thursdays	9:30am	-	10:45am

Course	Requirements
‣ CS	429

‣ Recommended:	CS	331,	familiarity	with	probability	and	linear	algebra,	
programming	experience	in	Python

‣ Helpful:	Exposure	to	AI	and	machine	learning	(e.g.,	CS	342/343/363)

Enrollment

‣ Assignment	0	is	out	now	(due	Friday):

‣ If	this	seems	like	it’ll	be	challenging	for	you,	come	and	talk	to	me	(this	is	smaller-
scale	than	the	other	assignments,	which	are	smaller-scale	than	the	final	project)

‣ Please	look	at	the	assignment	well	before	then

‣ If	you	are	past	20	on	the	waitlist,	you	have	a	low	chance	of	gefng	into	the	class,	
but	we	have	to	see	how	it	progresses

‣ If	you	get	in	and	didn’t	do	the	assignment	because	you	weren’t	registered,	you	
will	be	able	to	submit	it	late

‣ We’ve	already	expanded	the	cap	by	25	students	by	moving	to	this	room,	more	is	
not	possible



What’s	the	goal	of	NLP?

‣ Be	able	to	solve	problems	that	require	deep	understanding	of	text

Siri,	what’s	the	most	
valuable	American	

company?

Apple

recognize	marketCap
is	the	target	value

recognize	
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do	computa:on

Who	is	its	CEO?

‣ Example:	dialogue	systems

resolve	
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…

…

One	of	New	America’s	
writers	posted	a	statement	
cri:cal	of	Google.	Eric	
Schmidt,	Google’s	CEO,	
was	displeased.	

The	writer	and	his	team	
were	dismissed.

provide	missing	
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paraphrase	to	
provide	clarity

compress	
text

Machine	Transla:on

Trump	Pope	family	watch	a	hundred	years	a	year	in	the	White	House	balcony

People’s	Daily,	August	30,	2017

Machine	Transla:on
她强调，要深⼊入贯彻习近平总
书记重要指示精神，落实李李克
强总理理批示要求和国务院常务
会议部署，压实属地防控责
任，强化防控措施落实，切实
保障⼈人⺠民群众健康，维护正常
⽣生产⽣生活秩序。

She	emphasized	that	it	is	necessary	to	
thoroughly	implement	the	spirit	of	General	
Secretary	Xi	Jinping	’s	important	
instruc:ons,	implement	the	instruc:ons	of	
Premier	Li	Keqiang	and	the	implementa:on	
of	the	execu:ve	mee:ng	of	the	State	
Council,	consolidate	territorial	control	
responsibili:es,	strengthen	the	
implementa:on	of	preven:on	and	control	
measures,	and	effec:vely	protect	the	
people	’s	health	and	maintain	normal	
produc:on	and	living	order.

People’s	Daily,	January	20,	2020



NLP	Analysis	Pipeline

Syntac:c	parses

Coreference	resolu:on

En:ty	disambigua:on

Discourse	analysis

Summarize

Extract	informa:on

Answer	ques:ons

Iden:fy	sen:ment

‣ NLP	is	about	building	these	pieces!	(largely	using	
sta:s:cal	approaches)

Translate

Text	Analysis Applica1onsText Annota1ons

How	do	we	represent	language?
Labels

Sequences/tags

Trees

Text

the	movie	was	good +
Beyoncé	had	one	of	the	best	videos	of	all	6me subjec1ve

Tom	Cruise		stars	in	the	new		Mission	Impossible		film
PERSON WORK_OF_ART

I			eat			cake			with			icing

PP
NP

S
NP

VP

VBZ NN
flights	to	Miami

λx.	flight(x)	∧	dest(x)=Miami

How	do	we	use	these	representa:ons?

Labels

Sequences

Trees

Text	AnalysisText

‣ Main	ques:on:	What	representa:ons	do	we	need	for	language?	What	do	
we	want	to	know	about	it?	What	ambigui:es	do	we	need	to	resolve?

…

Applica1ons

Learn	tree-to-tree	machine	
transla:on	models

Build	tree-structured	neural	
networks	over	text

end-to-end	models …

Why	is	language	hard?  
(and	how	can	we	handle	that?)



‣ Lots	of	data!

slide	credit:	Dan	Klein

What	do	we	need	to	understand	language? What	do	we	need	to	understand	language?

‣ World	knowledge:	have	access	to	informa:on	beyond	the	training	data

DOJ			greenlights		Disney	-	Fox	merger

metaphor;	
“approves”

Department	of	Jus6ce

‣ What	is	a	green	light?	How	do	we	understand	what	
“green	ligh:ng”	does?

‣ Grounding:	learn	what	fundamental	concepts	actually	mean	in	a	data-driven	way

McMahan	and	Stone	(2015)Golland	et	al.	(2010)

What	do	we	need	to	understand	language?
‣ Linguis:c	structure

‣ …but	computers	probably	won’t	understand	language	the	same	way	humans	do

‣ However,	linguis:cs	tells	us	what	phenomena	we	need	to	be	able	to	deal	with	
and	gives	us	hints	about	how	language	works

Centering	Theory	
Grosz	et	al.	(1995)

What	do	we	need	to	understand	language?



What	techniques	do	we	use?	
(to	combine	data,	knowledge,	linguis:cs,	etc.)

Where	are	we?

‣ NLP	consists	of:	analyzing	and	building	representa:ons	for	text,	solving	problems	
involving	text

‣ These	problems	are	hard	because	language	is	ambiguous,	requires	drawing	on	
data,	knowledge,	and	linguis:cs	to	solve

‣ Knowing	which	techniques	use	requires	understanding	dataset	size,	problem	
complexity,	and	a	lot	of	tricks!

‣ NLP	encompasses	all	of	these	things

NLP	vs.	Computa:onal	Linguis:cs

‣ NLP:	build	systems	that	deal	with	language	data

‣ CL:	use	computa:onal	tools	to	study	language

Hamilton	et	al.	(2016)

NLP	vs.	Computa:onal	Linguis:cs

‣ Computa:onal	tools	for	other	purposes:	literary	theory,	poli:cal	science…

Bamman,	O’Connor,	Smith	(2013)



Outline	of	the	Course
‣ Classifica:on:	linear	and	neural,	word	representa:ons	(3.5	weeks)

‣ Text	analysis:	tagging	and	parsing	(3	weeks)

‣ Genera:on,	applica:ons:	language	modeling,	machine	transla:on	(3	weeks)

‣ Ques:on	answering,	pre-training	(2	weeks)

‣ Cover	fundamental	techniques	used	in	NLP

‣ Cover	modern	NLP	problems	encountered	in	the	literature:	what	are	the	ac:ve	
research	topics	in	2020?

‣ Understand	how	to	look	at	language	data	and	approach	linguis:c	phenomena

‣ Goals:

‣ Applica:ons	and	miscellaneous	(3.5	weeks)

Coursework

‣ Five	assignments,	worth	50%	of	grade	(A0,	A5:	5%;	all	others	10%)	
‣ Mix	of	wri:ng	and	implementa:on;		

‣ Assignment	0	is	out	NOW,	due	Friday	(extensions	granted	if	you	get	in	the	class	late)	

‣ ~2	weeks	per	assignment	awer	Assignment	0	
‣ 2	“slip	days”	throughout	the	semester	to	turn	in	assignments	24	hours	late.	
Otherwise,	you	lose	15%	credit	per	day	the	assignment	is	late

These	assignments	require	understanding	of	the	concepts,	ability	to	write	
performant	code,	and	ability	to	think	about	how	to	debug	complex	systems.	They	
are	challenging,	so	start	early!

The	course	staff	are	not	here	to	debug	your	code!	We	will	help	you	understand	the	
concepts	from	lecture	and	come	up	with	debugging	strategies,	but	we	won’t	read	
through	your	code	to	spot	your	bug.

Coursework

‣ Final	project	(25%	of	grade)	
‣ Groups	of	2	preferred,	1	is	possible	
‣ Standard	project:	neural	network	models	for	ques:on	answering	

‣ Independent	projects	are	possible:	these	must	be	proposed	by	March	24	(to	get	
you	thinking	early)	and	will	be	held	to	a	high	standard!

‣ Midterm	(25%	of	grade),	in	class	

‣ Similar	to	wri=en	homework	problems

Academic	Honesty

‣ Assignments	and	exams	are	to	be	completed	independently	(except	for	the	group	
final	project)

‣ Don’t	share	code	with	others	—	we	will	be	running	Moss



A climate conducive to learning and creating 
knowledge is the right of every person in our 
community. Bias, harassment and discrimination 
of any sort have no place here. If you notice an 
incident that causes concern, please contact the 
Campus Climate Response Team:  
diversity.utexas.edu/ccrt

The College of Natural Sciences is steadfastly committed to enriching and 
transformative educational and research experiences for every member of 
our community. Find more resources to support a diverse, equitable and 
welcoming community within Texas Science and share your experiences at  
cns.utexas.edu/diversity

Conduct Survey
1. Your	name	

2. Fill	in:	I	am	a	[CS	/	____]	undergrad	in	year	[1	2	3	4	5+]	

3. Which	of	the	following	have	you	taken?	
1. CS	342/343/363	

2. Another	class	which	taught	classifica:on	

3. A	class	which	taught	SVD	

4. One	reason	you	want	to	take	this	class	or	one	thing	you	want	to	get	out	of	it	

5. One	interes:ng	fact	about	yourself,	or	what	you	like	to	do	in	your	spare	:me


