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‣ View	a	parse	as	a	set	of	labeled	
brackets	/	cons+tuents
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‣ Precision:	number	of	correct	predic+ons	/	number	of	predic+ons =	2/3

‣ Recall:	number	of	correct	predic+ons	/	number	of	golds =	2/4

‣ F1:	harmonic	mean	of	precision	and	recall	=	(1/2	*	((2/4)-1	+	(2/3)-1))-1

=	0.57	(closer	to	min)
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Results

Klein	and	Manning	(2003)

‣ Standard	dataset	for	English:	Penn	Treebank	(Marcus	et	al.,	1993)

‣ “Vanilla”	PCFG:	~71	F1

‣ Best	PCFGs	for	English:	~90	F1

‣ Other	languages:	results	vary	widely	depending	on	annota+on	+	
complexity	of	the	grammar

‣ State-of-the-art	discrimina+ve	models	(using	unlabeled	data):	95	F1



Refining	Genera+ve	Grammars

PCFG	Independence	Assump+ons
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‣ Language	is	not	context-free:	NPs	in	different	contexts	rewrite	differently

‣ [They]NP	received	[the	package	of	books]NP

Ver+cal	Markoviza+on

S^ROOT
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Basic	tree	(v	=	1) v	=	2	Markoviza+on

‣ Why	is	this	a	good	idea?

Binariza+on	Revisited
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VP	[VBZ	NP]

‣ Equivalent	to	the	original	because	of	the	
chain	rule	of	probability

P(VP	->	VBZ	NP	PP	PP)	=	P(VBZ	|	VP)	P(NP	|	VP	[VBZ]) 
																									P	(PP	|	VP	[VBZ	NP])	P	(PP	|	VP	[VBZ	NP	PP])

VP	[VBZ	NP	PP]

‣ Another	way	of	doing	lossless	binariza+on:

P(VBZ		VP[VBZ]	|	VP):	write	as	P(VBZ	|	VP)	(slightly	incorrect)



Horizontal	Markoviza+on
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h	=	2:	VP	[…	VBZ	NP]
h	=	1:	VP	[…	NP]

h	=	0:	VP

h	=	2:	VP	[…	<s>	VBZ]

h	=	1:	VP	[…	VBZ]

h	=	0:	VP

‣ Changes	amount	of	context	remembered  
in	binariza+on	(h=∞:	remember	all)

‣ In	prac+ce:	always	remember	the	head	tag

…

Annota+ng	Trees
‣ First	apply	ver+cal	Markoviza+on,	then	binarize	+	apply	horizontal
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Annota+ng	Trees

Klein	and	Manning	(2003)

Tag	Splits
§  Problem:	Treebank	tags	
are	too	coarse.	

§  Example:	Senten7al,	PP,	
and	other	preposi7ons	
are	all	marked	IN.	

§  Par7al	Solu7on:	
§  Subdivide	the	IN	tag.	 Annotation F1 Size 

Previous 78.3 8.0K 
SPLIT-IN 80.3 8.1K 

Klein	and	Manning	(2003)

‣ Can	do	some	other	specialized	
tag	splits:	e.g.,	senten+al	
preposi+ons	behave	differently	
from	other	preposi+ons

‣ 79	F1	=>	86.3	F1	using	more	tricks



Other	Parsers

Lexicalized	Parsers

§  What’s	different	between	basic	PCFG	scores	here?	
§  What	(lexical)	correla;ons	need	to	be	scored?	

‣ Even	with	parent	annota+on,	these	trees	have	the	same	rules.	Need	to	
use	the	words

Lexicalized	Parsers
§  Add	“head	words”	to	

each	phrasal	node	
§  Syntac4c	vs.	seman4c	

heads	
§  Headship	not	in	(most)	

treebanks	
§  Usually	use	head	rules,	

e.g.:	
§  NP:	

§  Take	leFmost	NP	
§  Take	rightmost	N*	
§  Take	rightmost	JJ	
§  Take	right	child	

§  VP:	
§  Take	leFmost	VB*	
§  Take	leFmost	VP	
§  Take	leF	child	

‣ Annotate	each	grammar	symbol	with	
its	“head	word”:	most	important	
word	of	that	cons+tuent

‣ Rules	for	iden+fying	headwords	(e.g.,	
the	last	word	of	an	NP	before	a	
preposi+on	is	typically	the	head)

‣ Collins	and	Charniak	(late	90s):	
~89	F1	with	these


