
State-of-the-art	Dependency	Parsing

State-of-the-art	Parsers

‣ 2012:	Transi:on-based	Maltparser	achieved	good	results	(~90	UAS)

‣ 2010:	BeGer	graph-based	parsers	using	“parent	annota:on”	(~93	UAS)

‣ 2014:	Stanford	neural	dependency	parser	(Chen	and	Manning)	got	
92	UAS	with	transi:on-based	neural	model

‣ 2005:	Eisner	algorithm	graph-based	parser	was	SOTA	(~91	UAS)

‣ 2016:	Improvements	to	Chen	and	Manning

‣ Labeled	aGachment	score:	have	to	label	each	edge	correctly	(but	
this	isn’t	that	hard	—	noun	before	verb	->	nsubj	in	most	contexts)

‣ Unlabeled	aGachment	score:	frac:on	of	words	with	correct	parent

Stanford	Dependency	Parser

Chen	and	Manning	(2014)

‣ Feedforward	neural	network	on	top	of	feature	vector	extracted	
from	stack	and	buffer

1st	in	stack 2nd	in	stack 1st	in	buf POS	of	le\most	
child	of	1st	in	stack… …

Stanford	Dependency	Parser

Chen	and	Manning	(2014)



Stanford	Dependency	Parser

Chen	and	Manning	(2014)

‣MSTParser:	“graph-based”	parser	(like	CKY)	from	2005	—	so	
Chen+Manning’s	parser	isn’t	much	beGer	but	is	much	faster!

Parsey	McParseFace

Andor	et	al.	(2016)

‣ Close	to	state-of-the-art,	released	by	Google	publicly

‣ 94.61	UAS	on	the	Penn	Treebank	using	a	transi:on-based	system

‣ Same	feature	set	as	Chen	and	Manning	(2014),	Google	fine-tuned	it

‣ Addi:onal	data	harvested	via	“tri-training”,	form	of	self-training

(a.k.a.	SyntaxNet)

hGps://github.com/tensorflow/models/tree/master/research/syntaxnet

Other	languages
‣ Annotate	dependencies	with	the	same	representa:on	in	many	languages

hGp://universaldependencies.org/
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