
Reading	Comprehension



Bidirec2onal	A5en2on	Flow

Seo	et	al.	(2016)

Each	passage	
word	now	“knows	
about”	the	query



QANet
‣ One	of	many	models	building	on	BiDAF	in	more	complex	ways

Yu	et	al.	(2018)

‣ Similar	structure	as	
BiDAF,	but	
transformer	layers	
(next	lecture)	instead	
of	LSTMs



SQuAD	SOTA:	Fall	18

‣ nlnet,	QANet,	r-net	—	
dueling	super	complex	
systems	(much	more	than	
BiDAF…)

‣ BiDAF:	73	EM	/	81	F1



SQuAD	2.0	SOTA:	Spring	2019

‣ Since	spring	2019:	SQuAD	
performance	is	dominated	
by	large	pre-trained	
models	like	BERT

‣ Harder	variant	of	SQuAD



Adversarial	Examples
‣ Can	construct	adversarial	
examples	that	fool	these	
systems:	add	one	carefully	
chosen	sentence	and	
performance	drops	to	below	
50%

Jia	and	Liang	(2017)

‣ S2ll	“surface-level”	matching,	
not	complex	understanding

‣ Other	challenges:	recognizing	
when	answers	aren’t	present,	
doing	mul2-step	reasoning



Pre-training	/	ELMo



What	is	pre-training?

‣ “Pre-train”	a	model	on	a	large	dataset	for	task	X,	then	“fine-tune”	it	on	a	
dataset	for	task	Y

‣ Key	idea:	X	is	somewhat	related	to	Y,	so	a	model	that	can	do	X	will	have	
some	good	neural	representa2ons	for	Y	as	well

‣ GloVe	can	be	seen	as	pre-training:	learn	vectors	with	the	skip-gram	
objec2ve	on	large	data	(task	X),	then	fine-tune	them	as	part	of	a	neural	
network	for	sen2ment/any	other	task	(task	Y)

‣ ImageNet	pre-training	is	huge	in	computer	vision:	learn	generic	visual	
features	for	recognizing	objects



GloVe	is	insufficient
‣ GloVe	uses	a	lot	of	data	but	in	a	weak	way

‣ Having	a	single	embedding	for	each	word	is	wrong

‣ Iden2fying	discrete	word	senses	is	hard,	doesn’t	scale.	Hard	to	iden2fy	
how	many	senses	each	word	has

‣ Take	a	powerful	language	model,	train	it	on	large	amounts	of	data,	then	
use	those	representa2ons	in	downstream	tasks

they	hit	the	ballsthey	dance	at	balls

‣ How	can	we	make	our	word	embeddings	more	context-dependent?



Context-dependent	Embeddings

Peters	et	al.	(2018)

‣ Train	a	neural	language	model	to	predict	the	next	word	given	previous	
words	in	the	sentence,	use	the	hidden	states	(output)	at	each	step	as	
word	embeddings

they hit the ballsthey dance at balls

‣ This	is	the	key	idea	behind	ELMo:	language	models	can	allow	us	to	form	
useful	word	representa2ons	in	the	same	way	word2vec	did



ELMo
‣ CNN	over	each	word	=>	RNN

John													visited							Madagascar			yesterday
Char	CNN Char	CNN Char	CNN Char	CNN

4096-dim	LSTMs

next	word

2048	CNN	filters	projected	down	to	512-dim

Peters	et	al.	(2018)

Representa2on	of	visited	
(plus	vectors	from	another	
LM	running	backwards)

*gesng	this	model	
right	took	years



Training	ELMo
‣ Data:	1B	Word	Benchmark	(Chelba	et	al.,	2014)

‣ Pre-training	2me:	2	weeks	on	3	NVIDIA	GTX	1080	GPUs

‣Much	lower	2me	cost	if	we	used	V100s	/	Google’s	TPUs,	but	s2ll	
hundreds	of	dollars	in	compute	cost	to	train	once

‣ Larger	BERT	models	trained	on	more	data	(next	week)	cost	$10k+

‣ Pre-training	is	expensive,	but	fine-tuning	is	doable



How	to	apply	ELMo?

Some	neural	network

they dance at balls

Task	predic2ons	(sen2ment,	etc.)‣ Take	those	embeddings	and	feed	them	
into	whatever	architecture	you	want	to	
use	for	your	task

‣ Frozen	embeddings	(most	common):	
update	the	weights	of	your	network	but	
keep	ELMo’s	parameters	frozen

‣ Fine-tuning:	backpropagate	all	the	way	
into	ELMo	when	training	your	model



Results:	Frozen	ELMo

‣Massive	improvements,	bea2ng	models	handcrawed	for	each	task

Peters	et	al.	(2018)

Five-class	version	of	
sen2ment	from	A1-A2

QA

(sort	of)	
like	dep	
parsing

‣ These	are	mostly	text	analysis	tasks.	Other	pre-training	approaches	
needed	for	text	genera2on	like	transla2on



Why	is	language	modeling	a	good	objec2ve?
‣ “Impossible”	problem	but	bigger	models	seem	to	do	be5er	and	be5er	at	
distribu2onal	modeling	(no	upper	limit	yet)

‣ Successfully	predic2ng	next	words	requires	modeling	lots	of	different	
effects	in	text



Probing	ELMo
‣ From	each	layer	of	the	ELMo	model,	a5empt	to	predict	something:	
POS	tags,	word	senses,	etc.

‣ Higher	accuracy	=>	ELMo	is	capturing	that	thing	more	strongly

Peters	et	al.	(2018)



Analysis

Peters	et	al.	(2018)



Takeaways

‣ Learning	a	large	language	model	can	be	an	effec2ve	way	of	genera2ng	
“word	embeddings”	informed	by	their	context

‣ Next	class:	transformers	and	BERT

‣ Pre-training	on	massive	amounts	of	data	can	improve	performance	on	
tasks	like	QA


