
Announcements

‣ FP	check-ins	due	Friday

‣ A4,	A5	grading

‣ Today:	recap	of	BERT,	applying	BERT	
pre-trained	models	for	generaAon:	GPT-2,	dialogue,	summarizaAon

‣ eCIS	surveys	released	—	take	a	snapshot	of	the	“done”	page	for		your	
final	project	submission



Recall:	Self-AOenAon

Vaswani	et	al.	(2017)

the		movie		was			great

‣ Each	word	forms	a	“query”	which	then	
computes	aOenAon	over	each	word	

‣MulAple	“heads”	analogous	to	different	convoluAonal	filters.	Use	
parameters	Wk	and	Vk	to	get	different	aOenAon	values	+	transform	vectors
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Recall:	BERT
‣ How	to	learn	a	“deeply	bidirecAonal”	model?	What	happens	if	we	just	
replace	an	LSTM	with	a	transformer?

John								visited	Madagascar	yesterday

visited Madag. yesterday …

‣ You	could	do	this	with	a	“one-
sided”	transformer,	but	this	“two-
sided”	model	can	cheat

John								visited	Madagascar	yesterday

ELMo	(Language	Modeling)
visited Madag. yesterday …

BERT



Recall:	Masked	Language	Modeling
‣ How	to	prevent	cheaAng?	Next	word	predicAon	fundamentally	doesn't	
work	for	bidirecAonal	models,	instead	do	masked	language	modeling

John								visited						[MASK]					yesterday

Madagascar
‣ BERT	formula:	take	a	chunk	of	
text,	mask	out	15%	of	the	
tokens,	and	try	to	predict	them

Devlin	et	al.	(2019)



Recall:	Next	“Sentence”	PredicAon
‣ Input:	[CLS]	Text	chunk	1	[SEP]	Text	chunk	2

[CLS]	John			visited				[MASK]			yesterday				and			really		[MASK]		it		[SEP]		I	[MASK]	Madonna.

Madagascar

Devlin	et	al.	(2019)

Transformer

Transformer

…

enjoyed likeNotNext

‣ BERT	objecAve:	masked	LM	+	next	sentence	predicAon

‣ 50%	of	the	Ame,	take	the	true	next	chunk	of	text,	50%	of	the	Ame	take	a	
random	other	chunk.	Predict	whether	the	next	chunk	is	the	“true”	next



Recall:	BERT	Architecture
‣ BERT	Base:	12	layers,	768-dim	
per	wordpiece	token,	12	heads.	
Total	params	=	110M

Devlin	et	al.	(2019)

‣ BERT	Large:	24	layers,	1024-dim	
per	wordpiece	token,	16	heads.	
Total	params	=	340M

‣ PosiAonal	embeddings	and	
segment	embeddings,	30k	
word	pieces

‣ This	is	the	model	that	gets	
pre-trained	on	a	large	corpus



Applying	BERT



Recall:	What	can	BERT	do?

Devlin	et	al.	(2019)

‣ ArAficial	[CLS]	token	is	used	as	the	vector	to	do	classificaAon	from

‣ BERT	can	also	do	tagging	by	predicAng	tags	at	each	word	piece
‣ Sentence	pair	tasks	(entailment):	feed	both	sentences	into	BERT



What	can	BERT	do?

‣ How	does	BERT	model	this	sentence	pair	stuff?

‣ Transformers	can	capture	interacAons	between	the	two	sentences,	
even	though	the	NSP	objecAve	doesn’t	really	cause	this	to	happen

Transformer

Transformer

…

[CLS]	A	boy	plays	in	the	snow	[SEP]	A	boy	is	outside

Entails (first	sentence	implies	second	is	true)



What	can	BERT	NOT	do?

‣ BERT	cannot	generate	text	(at	least	not	in	an	obvious	way)

‣ Can	fill	in	MASK	tokens,	but	can’t	generate	ler-to-right	(well,	you	
could	put	MASK	at	the	end	repeatedly,	but	this	is	slow)

‣Masked	language	models	are	intended	to	be	used	primarily	for	
“analysis”	tasks



Fine-tuning	BERT
‣ Fine-tune	for	1-3	epochs,	batch	size	2-32,	learning	rate	2e-5	-	5e-5

‣ Large	changes	to	weights	up	here	
(parAcularly	in	last	layer	to	route	the	
right	informaAon	to	[CLS])

‣ Smaller	changes	to	weights	lower	down	
in	the	transformer

‣ Small	LR	and	short	fine-tuning	schedule	
mean	weights	don’t	change	much



EvaluaAon:	GLUE

Wang	et	al.	(2019)



Results

Devlin	et	al.	(2018)

‣ Huge	improvements	over	prior	work	(even	compared	to	ELMo)

‣ EffecAve	at	“sentence	pair”	tasks:	textual	entailment	(does	sentence	A	
imply	sentence	B),	paraphrase	detecAon



Using	BERT
‣ Huggingface	Transformers:	big	open-source	library	with	most	pre-trained	
architectures	implemented,	weights	available

…

‣ Lots	of	standard	models…																				and	“community	models”

…



GPT/GPT2



Language	Modeling	with	Self-AOenAon

Vaswani	et	al.	(2017)

the		movie		was			great

‣ Self-aOenAon	computes	a	representaAon	for	each	word	condiAoned	on	
the	rest	of	the	sequence
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‣ Predict	next	word	based	on	that
[next	word]



OpenAI	GPT/GPT2

‣ GPT2:	trained	on	40GB	of	text	
collected	from	upvoted	links	
from	reddit

‣ 1.5B	parameters	—	by	far	the	
largest	of	these	models	trained	
when	it	came	out	in	March	2019

Radford	et	al.	(2019)

‣ “ELMo	with	transformers”	(works	beOer	than	ELMo)

‣ Train	a	single	unidirecAonal	transformer	LM	on	long	contexts

‣ Because	it's	a	language	model,	we	can	generate	from	it



OpenAI	GPT2

slide	credit:	
OpenAI



Open	QuesAons

3)	How	do	we	harness	these	priors	for	condiAonal	generaAon	tasks	
(summarizaAon,	generate	a	report	of	a	basketball	game,	etc.)

4)	Is	this	technology	dangerous?	(OpenAI	pursued	a	“staged	release”	
strategy	and	didn’t	release	biggest	model)

1)	How	novel	is	the	stuff	being	generated?	(Is	it	just	doing	nearest	
neighbors	on	a	large	corpus?)

2)	How	do	we	understand	and	disAll	what	is	learned	in	this	model?



Pre-Training	Cost	(with	Google/AWS)

h3ps://syncedreview.com/2019/06/27/the-staggering-cost-of-training-sota-ai-models/

‣ XLNet	(BERT	variant):	$30,000	—	$60,000	(unclear)

‣ GPT-2	(as	reported	in	other	work):	$25,000

‣ BERT:	Base	$500,	Large	$7000

‣ This	is	for	a	single	pre-training	run…developing	new	pre-training	
techniques	may	require	many	runs

‣ Fine-tuning	these	models	can	typically	be	done	with	a	single	GPU	(but	
may	take	1-3	days	for	medium-sized	datasets)

https://syncedreview.com/2019/06/27/the-staggering-cost-of-training-sota-ai-models/


Pushing	the	Limits

‣ NVIDIA:	trained	8.3B	parameter	GPT	model	(5.6x	the	size	of	
GPT-2)

NVIDIA	blog	(Narasimhan,	August	2019)

‣ Arguable	these	models	
are	sAll	underfit:	larger	
models	sAll	get	beOer	
held-out	perplexiAes



ApplicaAons

‣ Story	generaAon:	train	on	
wriAng	prompts	from	reddit,	
keyword-based	generaAon

‣ AI	Dungeon:	text-based	adventure	game	generated	on-the-fly	using	
GPT-2

Fan	et	al.	(2018)

‣ In	general:	big	improvement	in	“open-ended”	generaAon	tasks



Chatbots



Turing	Test	(1950)
‣ ImitaAon	game:	A	and	B	are	locked	in	rooms	and	answer	C’s	quesAons	
via	typewriter.	Both	are	trying	to	act	like	B

A B

C

B B

trained	judge
C trained	judge

Original	InterpretaAon: Standard	InterpretaAon:

‣ The	test	is	not	“does	this	computer	seem	human-like	to	random	people	
with	a	web	browser?”



ELIZA
‣ Created	1964-1966	at	
MIT,	heavily	scripted

‣ DOCTOR	script	was	
most	successful:	
repeats	user’s	input,	
asks	inane	quesAons

Weizenbaum	(1966)



ELIZA

(.*)	you	(.*)	me	

Why	do	you	think	I	$2	you?

‣ IdenAfy	keyword,	idenAfy	context,	apply	transformaAon	rule

‣ Very	liOle	need	to	generate	new	content,	but	can	only	have	one	type	of	
conversaAon

My	(.)	(.*)

What	else	comes	to	mind	when	you	
think	of	your	$1?



Seq2seq	models

What			are					you		doing

I					

<s>

am going home [STOP]

‣ Can	we	just	train	seq2seq	models	to	“translate”	from	uOerance	to	
response?

‣ Hard	to	evaluate	with	automaAc	metrics:



Lack	of	Diversity

Li	et	al.	(2016)

‣ Training	to	maximize	likelihood	gives	a	system	that	prefers	common	
responses:



PersonaChat

Zhang	et	al.	(2018)‣ Efforts	to	imbue	seq2seq	models	with	“personality”



Meena

Adiwardana	et	al.	(2020)

‣ 2.6B-parameter	seq2seq	model	(larger	than	GPT-2)

‣ Trained	on	341GB	of	online	conversaAons	scraped	from	public	social	
media

‣ Sample	responses:



Blender

Roller	et	al.	(April	29,	2020)

‣ 2.7B-param	model	(like	the	previous	one),	also	9.4B-parameter	
seq2seq	model

‣ “Poly-encoder”	Transformer	architecture,	some	training	tricks

‣ Three	models:	retrieve	(from	training	data),	generate,	retrieve-and-refine

‣ Fine-tuning	on	three	prior	datasets:	PersonaChat,	EmpatheAc	Dialogues	
(discuss	personal	situaAon,	listener	is	empatheAc),	Wizard	of	Wikipedia	
(discuss	something	from	Wikipedia)



Blender



Blender

‣ Inconsistent	responses:	this	
model	doesn’t	really	have	
anything	to	say	about	itself

‣ Holding	a	conversaAon	!=	AI

‣ Can’t	acquire	new	informaAon

‣ Did	it	learn	“fun	guy”?	No,	it	
doesn’t	understand	
phonology.	It	probably	had	
this	in	the	data	somewhere



Task-Oriented	Dialogue

Siri,	find	me	a	good	sushi	
restaurant	in	Chelsea

Sushi	Seki	Chelsea	is	a	sushi	
restaurant	in	Chelsea	with	4.4	stars	

on	Google

‣ Personal	assistants	/	API	front-ends:

How	expensive	is	it?

Entrees	are	around	$30	each

Find	me	something	cheaper



Task-Oriented	Dialogue

Hey	Alexa,	why	isn’t	my	Amazon	
order	here?

Let	me	retrieve	your	order.	
Your	order	was	scheduled	to	arrive	

at	4pm	today.

‣ Customer	service:

It	never	came

Okay,	I	can	put	you	through	to	
customer	service.



Goal-oriented	Dialogue

‣ Big	Companies:	Apple	Siri,	Google	Assistant,	Amazon	Alexa,	Microsor	
Cortana,	Facebook,	Samsung	Bixby,	Tencent	WeChat,	ASAPP

‣ Need	to	know	what	the	system	should	do,	not	just	what	it	should	say

‣ Dozens	of	startups	+	medium-sized	companies	in	this	space

‣ Building	these	systems	takes	a	ton	of	engineering	—	it	typically	
doesn’t	use	these	kinds	of	pre-trained	models

‣ GeneraAon	is	usually	templated	(handwriOen),	otherwise	the	system	
can	behave	unexpectedly



SummarizaAon



Seq2seq	SummarizaAon
‣ ExtracAve	paradigm	isn’t	all	that	flexible,	even	with	compression

‣ Can	we	just	use	seq2seq	models	to	simplify	things?

Its		president	quit	suddenly

The

<s>

oat bran craze has

… …

Chopra	et	al.	(2016)

‣ Train	to	produce	summary	based	on	document

‣ Need	lots	of	data:	most	methods	are	going	to	be	single-document



Seq2seq	Headline	GeneraAon

Chopra	et	al.	(2016)

‣ Headline	generaAon	task:	generate	headline	from	first	sentence	of	arAcle	
(can	get	lots	of	data!)

headline

sentence

‣Works	preOy	well,	though	these	models	can	generate	incorrect	
summaries	(who	has	the	knee	injury?)

‣What	happens	if	we	try	this	on	a	longer	arAcle?



Seq2seq	SummarizaAon

See	et	al.	(2017)

‣ Non-pretrained	
seq2seq	model	
output.	What’s	wrong	
with	this	summary?

‣ CNN/Daily	Mail	
dataset:	~300,000	
arAcles	and	
summaries	scraped	
from	web



Pointer-Generator	Model

See	et	al.	(2017)

‣ Allow	the	model	to	
copy	tokens	from	the	
source



Seq2seq	SummarizaAon

See	et	al.	(2017)

‣ SoluAons:	copy	mechanism,	coverage,	just	like	in	MT…



Neural	AbstracAve	Systems

See	et	al.	(2017)

‣ Actually	this	model	ends	up	copying	most	of	the	Ame…	40%	of	the	
generated	summary	sentences	are	direct	copies	from	arAcle



BART:	Pre-trained	seq2seq	model

Lewis	et	al.	(2019)
‣ These	look	great!	But	they’re	not	always	factual



Takeaways

‣ Pre-trained	models	are	remarkably	good	at	generaAng	text

‣ Story	generaAon,	dialogue	systems,	summarizaAon,	etc.	have	goOen	
way	beOer	in	the	past	few	years

‣ SAll	much	more	to	do:	these	systems	usually	don’t	have	anything	to	
say.	Goal-oriented	dialogue	and	grounded/embodied	systems	(e.g.,	a	
dialogue	system	on	a	robot	are	much	tougher	to	get	working

‣ Next	Ame:	other	languages


