
Word	Embedding	Evalua1on



Evalua1ng	Word	Embeddings

‣What	proper1es	of	language	should	word	embeddings	capture?

good
enjoyable

bad

dog

great

is

cat

wolf

2ger

was

‣ Similarity:	similar	words	are	close	to	
each	other

‣ Analogy:

Paris	is	to	France	as	Tokyo	is	to	???

good	is	to	best	as	smart	is	to	???

‣ Bias?



Similarity

Levy	et	al.	(2015)

‣ SVD	=	singular	value	decomposi1on	on	PMI	matrix

‣ GloVe	does	not	appear	to	be	the	best	when	experiments	are	carefully	
controlled,	but	it	depends	on	hyperparameters	+	these	dis1nc1ons	don’t	
maUer	in	prac1ce



Analogies

queen

king

woman

man

(king	-	man)	+	woman	=	queen

‣Why	would	this	be?

‣ woman	-	man	captures	the	difference	in 
the	contexts	that	these	occur	in

king	+	(woman	-	man)	=	queen

‣ Dominant	change:	more	“he”	with	man	
and	“she”	with	woman	—	similar	to	
difference	between	king	and	queen



Bias	in	Word	Embeddings

‣ Iden1fy	she	-	he	axis	in	
word	vector	space,	
project	words	onto	this	
axis

Bolukbasi	et	al.	(2016)

Manzini	et	al.	(2019)

‣ Nearest	neighbor	of	(b	-	
a	+	c)



Debiasing

Bolukbasi	et	al.	(2016)

‣ Iden1fy	gender	subspace	with	gendered	
words

she

he

homemaker

woman

man

‣ Project	words	onto	this	subspace

‣ Subtract	those	projec1ons	from	
the	original	word

homemaker’



Hardness	of	Debiasing

Gonen	and	Goldberg	(2019)

‣ Not	that	effec1ve…and	the	male	
and	female	words	are	s1ll	
clustered	together

‣ Bias	pervades	the	word	embedding	
space	and	isn’t	just	a	local	property	
of	a	few	words



Using	Word	Embeddings

‣ Approach	1:	learn	embeddings	as	parameters	from	your	data

‣ Approach	2:	ini1alize	using	GloVe,	keep	fixed

‣ Approach	3:	ini1alize	using	GloVe,	fine-tune
‣ Faster	because	no	need	to	update	these	parameters

‣ Usually	works	the	best

‣ Ogen	works	preUy	well,	especially	if	data	is	large



Takeaways

‣ Con1nuous	bag-of-words,	Skip-gram,	and	Skip-gram	with	nega1ve	
sampling	are	all	similar	ways	to	learn	embeddings

‣Matrix	factoriza1on	approaches	like	GloVe	are	most	standard

‣ Averaging	inputs	to	feedforward	networks	can	work	well,	will	see	other	
approaches	later

‣ Later	in	the	class:	approaches	to	create	“contextualized”	word	
embeddings


