
Assignments: A4 only coding (but simplified), A5 no coding, 
FP in progress

Zoom protocol: type Qs in chat, polls on Canvas, breakouts

Extra slip days

CS 378 Lecture 16
-

Announcements

(w/partner possible , no pres . )

Recep

Language modeling : P ( T) prob of sentence

or document

n -gram model : PLT )- IIPtwirl wi -na , wit)
3 -gram prob of

"

I want to go
"
:

P( It as > as> ) P(want less I) Pftol Iwant)
P (got want to ) P(stop to go)

Estimate counts from large corpora, smooth



Goats Recurrent neural networks (RNN)
1. key RNN abstraction

2- key properties of LSTM
( long short-term memory)

This before : LM
,
RN N definition

Next lecture : training + implementation
This sets the stage for machine
translation

,
summarization

, dialogue
6

Neural language Models soon
- J

E

Disarm model for Pcwilw ,
- - wi - c )
-

all past words

what we want : neural net to look
at Wi - - wi -I , place distribution over

Wi



DAN : t fast - ignores order

¥÷.EE#of:::::-⇒
barking
•

Feedforward n-gram model + uses order

U-gram model : - not infra
-JP(wi (Wi - z , i-aid✓

f FFNN
Ill

past
3

saw the dog words

input : ( word embl . (n - l) 3=710 : more

need large hidden States params in NN
( 1000T)

para ms
: I word embl . ( n -t ) . 1000 + .

. -



RNI : neural model for encoding sees of

arbitrary length
prev hidden

y ; output ×
, y,

h vectors
state

9 hi
hi , , Xi inputs
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Yi , hi outputs
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Yi unrolled the RNN qvenaffhisew,
9 ha

← off
TE E I § matrix

embed ms¥fma×
forward in PyTorch has a far

loop , but otherwise this is just
a special feedforward network

At each step, hi captures the model 's
"

picture
"

of the sentence so far

f (wi l w,
. . . Wi -c)= softmax (Mhi.)

hi
-
ERNN (w

.
. . - Wi - e ) T

W
, U, YM, are our IVI - Ihl

only params !



taininyRNNs_
"

Backpropagation through time
"

= backpropagation
More next time

long short - term memory network-

Vanishing gradient problem
← J c. . . tajhc. . . .

backprop

F-Dishes loss

Elman networks (not ESTMs) : error term
"dies out

"

model can't learn to feed info

long distance



EE: gates

Elman : hi = tanh (Wxitvhiy )
Gated : hi = hi , ① ftfunclxi ) ① i

① = element- wise mud

f : vector Eco, I ]d )
i:÷¥¥: naira.f=I preserves hi

§,

otherwise Zeroes out some party



Source: Chris Olah blog post (link on course website)

- elementwise +bias
-

2-

F- sigmoid (w '
Xi 1-Whit )

x

o=÷×
T = sigmoid ( W # it Wth ; -e )

hi E : short-term
"cell
"

LSTM : memory
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key properties :
-

RNN : seq of words (vectors) as

input
encodes into State hi

LSTM : 2 hidden States Ch, c)
h vs . C distinction is not

critical
better at remembering info for longsequences by using gates rather
than tanh f- matrix mul.

Resovia Chris Olah blog
Pytorch example lstm - leetrepy

Floyd hub tutorial


