
Announcements
- All due tonight
- A5 out tonight, due next Tuesday

Read Phrase- based MT

① Word alignment
② Phrase extraction

(s" → tT/trg→srg intersect)

③ Decoding : search over phrase lattice +LN

today Seq- to- see models(Neural MT
↳ Connections to RNN Lms

↳ Training
↳ Problems
Attention
↳ Mechanism

↳ Connections to alignment

see- to - seq models for MT
-

Subverter et al - NewIPS 2014
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Decoding : to =L57

while ti # STOP
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Training looks like LM training
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Teaching the model to predict
ti I the correct t

, .it up to
This point

what do we really want? Model 's

predicted sequence I , .
. In

has high BLEU score

Requires reinforcement learning

Details Lengths can vary ,
need to pad

w : " "

-20chars
need padding + smart

handling



What goes wrong
?
I

① Repetition

Je rais le faire → I am going to
do it going to going to

going to - - -

won 't happen in PBMT (every word
translated as part atone phrase)

Need a notion of coverage in NMT

② Unknown words

Decoder has a fixed vocab ( Vfl
PBMT :

"

copy
" rules

Pont -de - Buis → copy to output

NMT: produce UNK



① Repetti (going 5- going to-7
② UNE

③ Poor performance on long seats

- PBMTpeu#NMT¥i
sent ten

Bahdanau et al . ( 2015 )
(attention )

NMT. fixed size TIE vectors don't

scale arbitrarily
LSTMS can 't remember for too long
Sutsrerer : reverse input as a trick

to address

Sm Sm - I - -
S , → t , ez . -

this

-
- at least✓remember

the first few 5



Attention Je fois un bureaus
I make a desk

What if we know translation should
be word - by -word ?

"

to

Manually feet si into ith decoder step
(along with ti - s )

Q : what problems can this fix ? ( I -3)
1+3 ✓ ① Less likely to repeat if we see

explicit words
+ ② Requires changing output layer✓③ Anchored more to input



I am going to do it

ie:
Je vous le faire j v C f

- Run out of s before end of t ?
- Ordering is inflexible

Attention Target decoder picks where
I took in source

-
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scalar vector
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to compare THY IG besides dot
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Je rais le faire
I am going to do it

Learnirymappixy I 22 4 43

- Not input at train time !

Je rais le faire → I 22 4 43
- easier than translation
- regular mapping
- This is learn able !


