
Announcements
-

- A5 due today
- ff out : check-in due May I

final report due May 13

- Course euals
( no slip days)

Recap_ knowledge base QA

When was Samuel L Jackson barn ?) question
I semantic parsing

Xd . bday ( SLI, d ) ) !9n"Yaffa?
Calculus

I execute against (or Prolog,
12/21/48 SQL, " )

today ① Reading comprehension ( QA from
raw text and not DB)

② Span extraction of answers
③ Attentive reader ④ other domains IFP



Reading Comprehension
-

what temperature should I cook chicken to ?

What event led to the start of WW1?

'

II:*
-E- answer

info
retrieval#
"

Google
"

reading comprehension
Answer
- - -theism took place on
C 7

. . .
It's regarded as one of the

main Cartaof WWL .
- - -

Our focus
Ftse one document (one paragraph )
- Simple questions that don't require much
"

reasoning
"



spanextr-a.tn

Simpler ex :
The assassination of FF caused WW1 .|GariapkEr June or,

1914.1
Q : What event led_to WW1 ?

Baselines
-

① n-gram
"

sliding window "

Look at spans of passage, check
n-gram overlap w/ Q

[The a. of Ff caused WWI) N
-[question u-grand

n=2 :
"
what event "

,
-
-

g

"

to WWI
"

n=l : WW1 matches doc

high word overlap # span might
have answer



② Parsing
mrs

Wh event
←

led to WWI

✓

II match against dociii.iii.
NP ans .

Fae FP option : investigate combining
these ideas w/ neural model
-

-

More general framework ' pick a span
from the document scored Wla neural net

The a. of FF caused WW1

r r
span
start Spj Model : input : (doc, a )

output : ( starts end)
pair
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start end

start : distribution over positions in doc

This is a bit weird ! Maybe more-
natural to model dist over NPs

formally : model p( start I doc, q) share

P( end I doc , q ) ) mast NN
params

To extract answer: find highest-scoring
span (stunt , end ) 9
such that the span is Plslnrtl . - blend . -1
not more than 5- 10 words ,



Attentive Reader
-

① encode question into a vector q

%?:P " '

;?'re
-

7

② encode passage into PT . -
i Fn w/ bi LSTM

F , PT Tn

itOT .
- . ←O

¥71,9- - - - Tif bilinear

layer

③ compute startled probs
LIE"frY¥"

PC start Ip , qt-softmaxfttww.sc?IaTf)n values

Mend Ip , q ) -- softmaxifqtwendpi]
Compare I to each position in the passage,

score how good that position is



Parang Ix LSTM for q
Ix biLSTM for f
w
start

,
weird ← need to be different

word embeddings (Glove )

Example from SQUAD
-

Stanford Question Answering Dataset :

paragraphs from Wikipedia
annotators pick sparest write questions

Model learns :

1) Answer type
2) Match nearby passage words w/question

Attentive reader is a good baseline but
not powerful enough
Next time ? two modules in our model

to make it better



MY:T compare fi wht to determine

pi . . 00000 started

If looks like attention

q

Bio ASQ dataset
-

Train on (non - bio ) Wikipedia examples
from SQUAD

Test on Bio ASQ .
Will the model do

well ?



May do poorly because :

① UNK words in Glove
② Rare words have

poor embeddings
③ Answer type not seen on wiki

⑨ Diff . sentence structure


