
CS388:	Natural	Language	Processing

Greg	Durre8

Lecture	20:	
Dialogue	and	
Summariza>on



Administrivia

‣ Kenton	Lee	talk	next	week	in	Eunsol	Choi’s	class

‣ FP	presenta>on	days	posted



Recall:	BART

Lewis	et	al.	(2019)

‣ Sequence-to-sequence	BERT	
variant:	permute/make/delete	
tokens,	then	predict	full	
sequence	autoregressively

‣What	to	do	for	seq2seq	tasks?

‣ BERT	is	good	for	“analysis”	tasks,	GPT	is	a	good	language	model

‣ Uses	the	transformer	encoder-
decoder	we	discussed	for	MT	
(decoder	a8ends	to	encoder)



Recall:	GPT-3

Brown	et	al.	(2020)



This	Lecture

Bender,	Gebru,	McMillan-Major,	Shmitchell	(2021)

‣ Chatbots:	intro,	rule-based

‣ Seq2seq	chatbots

‣ Summariza>on



Chatbots:	Intro,	Rule-based



Turing	Test	(1950)
‣ Imita>on	game:	A	and	B	are	locked	in	rooms	and	answer	C’s	ques>ons	
via	typewriter.	Both	are	trying	to	act	like	B

A B

C

B B

trained	judge
C trained	judge

Original	Interpreta>on: Standard	Interpreta>on:

‣ The	test	is	not	“does	this	computer	seem	human-like	to	random	people	
with	a	web	browser?”



ELIZA
‣ Created	1964-1966	at	
MIT,	heavily	scripted

‣ DOCTOR	script	was	
most	successful:	
repeats	user’s	input,	
asks	inane	ques>ons

Weizenbaum	(1966)



ELIZA

(.*)	you	(.*)	me	

Why	do	you	think	I	$2	you?

‣ Iden>fy	keyword,	iden>fy	context,	apply	transforma>on	rule

‣ Very	li8le	need	to	generate	new	content,	but	can	only	have	one	type	of	
conversa>on

My	(.)	(.*)

What	else	comes	to	mind	when	you	
think	of	your	$1?



Amazon	Alexa	Prize

‣ Challenge:	create	a	bot	that	users	interact	with	on	average	for	20	
minutes	(via	Alexa,	so	turns	are	kind	of	slow)

‣ “Alexa,	let’s	chat”	will	get	you	talking	to	one	of	these

‣ $1M	prize	if	you	get	to	20	minutes.	Only	$500k	won	in	2017	and	
2018	since	teams	got	to	~10	minutes



Gunrock	System	(Alexa	Prize	2018	winner)

Chen	…	Zhou	Yu	(2018)



Gunrock	System



Gunrock	System

Chen	…	Zhou	Yu	(2018)

‣ NLU:	sentence	segmenta>on,	parsing,	NER,	coref,	dialogue	act	
predic>on

‣ Detect	different	kinds	of	topic	intents

‣ Topic	modules	(x11):

‣ Animals:	retrieve	animal	trivia	with	the	reddit	API

‣ Holiday:	what	holidays	is	it	today,	etc.

‣ Genera>on:	templated

‣ Custom	dialogue	flow	for	each



Seq2seq	Chatbots



Seq2seq	models

What			are					you		doing

I					

<s>

am going home [STOP]

‣ Train	a	seq2seq	model	on	sub>tles	data

‣ Hard	to	evaluate	with	automa>c	metrics:



Lack	of	Diversity

Li	et	al.	(2016)

‣ Training	to	maximize	likelihood	gives	a	system	that	prefers	common	
responses:



PersonaChat

Zhang	et	al.	(2018)

‣ Efforts	to	imbue	seq2seq	models	with	“personality”

‣ These	systems	s>ll	don’t	work	great.	What	else	is	needed?



Pre-trained	Chatbots



Pre-training	in	Chatbots

What			are					you		doing

I					

<s>

am going home [STOP]

‣ Ini>alize	the	parameters	of	this	model	with	one	of	these	pre-trained	
models	(GPT-3	trained	on	the	web),	then	fine-tune	it	on	some	data



Meena

Adiwardana	et	al.	(2020)

‣ 2.6B-parameter	seq2seq	model	(larger	than	GPT-2)

‣ Trained	on	341GB	of	online	conversa>ons	scraped	from	public	social	
media

‣ Sample	responses:



Blender

Roller	et	al.	(2020)

‣ 2.7B-param	model	(like	the	previous	one),	also	9.4B-parameter	
seq2seq	model

‣ “Poly-encoder”	Transformer	architecture,	some	training	tricks

‣ Three	models:	retrieve	(from	training	data),	generate,	retrieve-and-refine

‣ Fine-tuning	on	three	prior	datasets:	PersonaChat,	Empathe>c	Dialogues	
(discuss	personal	situa>on,	listener	is	empathe>c),	Wizard	of	Wikipedia	
(discuss	something	from	Wikipedia)



Blender



Blender

‣ Inconsistent	responses:	this	
model	doesn’t	really	have	
anything	to	say	about	itself

‣ Holding	a	conversa>on	!=	AI

‣ Can’t	acquire	new	informa>on

‣ Did	it	learn	“fun	guy”?	No,	it	
doesn’t	understand	
phonology.	It	probably	had	
this	in	the	data	somewhere	
(stochas>c	parrot!)



Task-Oriented	Dialogue

Siri,	find	me	a	good	sushi	
restaurant	in	Chelsea

Sushi	Seki	Chelsea	is	a	sushi	
restaurant	in	Chelsea	with	4.4	stars	

on	Google

How	expensive	is	it?

Entrees	are	around	$30	each

Find	me	something	cheaper



Task-Oriented	Dialogue

‣ Need	to	know	what	the	system	should	do,	not	just	what	it	should	say

‣ Tons	of	work	in	this	space,	much	of	it	in	industry

‣ Building	these	systems	takes	a	ton	of	engineering	—	it	typically	
doesn’t	use	these	kinds	of	pre-trained	models

‣ Genera>on	is	usually	templated	(handwri8en),	otherwise	the	system	
can	behave	unexpectedly



Summariza>on



Summariza>on

‣What	makes	a	good	summary?



Summariza>on
BAGHDAD/ERBIL,	Iraq	(Reuters)	-	A	strong	earthquake	hit	large	parts	of	northern	Iraq	and	the	
capital	Baghdad	on	Sunday,	and	also	caused	damage	in	villages	across	the	border	in	Iran	where	
state	TV	said	at	least	six	people	had	been	killed.	

There	were	no	immediate	reports	of	casualLes	in	Iraq	aMer	the	quake,	whose	epicenter	was	in	
Penjwin,	in	Sulaimaniyah	province	which	is	in	the	semi-autonomous	Kurdistan	region	very	close	
to	the	Iranian	border,	according	to	an	Iraqi	meteorology	official.	

But	eight	villages	were	damaged	in	Iran	and	at	least	six	people	were	killed	and	many	others	
injured	in	the	border	town	of	Qasr-e	Shirin	in	Iran,	Iranian	state	TV	said.	

The	US	Geological	Survey	said	the	quake	measured	a	magnitude	of	7.3,	while	an	Iraqi	
meteorology	official	put	its	magnitude	at	6.5	according	to	preliminary	informaLon.	

Many	residents	in	the	Iraqi	capital	Baghdad	rushed	out	of	houses	and	tall	buildings	in	panic.	
…



Summariza>on
Indian	Express	—	A	massive	earthquake	of	magnitude	7.3	struck	Iraq	on	Sunday,	103	kms	
(64	miles)	southeast	of	the	city	of	As-Sulaymaniyah,	the	US	Geological	Survey	said,	reports	
Reuters.	US	Geological	Survey	iniLally	said	the	quake	was	of	a	magnitude	7.2,	before	
revising	it	to	7.3.	

The	quake	has	been	felt	in	several	Iranian	ciLes	and	eight	villages	have	been	damaged.	
Electricity	has	also	been	disrupted	at	many	places,	suggest	few	TV	reports.

A	massive	earthquake	of	magnitude	7.3	struck	Iraq	on	Sunday.	The	epicenter	was	
close	to	the	Iranian	border.	Eight	villages	were	damaged	and	six	people	were	killed	in	
Iran.

Summary



What	makes	a	good	summary?

A	strong	earthquake	of	magnitude	7.3	struck	Iraq	and	Iran	on	Sunday.	The	epicenter	
was	close	to	the	Iranian	border.	Eight	villages	were	damaged	and	six	people	were	
killed	in	Iran.

Summary

‣ Content	selec>on:	pick	the	right	content
‣ Right	content	was	repeated	within	and	across	documents

‣ Domain-specific	(magnitude	+	epicenter	of	earthquakes	are	important)

‣ Genera>on:	write	the	summary
‣ Extrac>on:	pick	whole	sentences	from	the	summary

‣ Abstrac>on:	rewrite	+	reexpress	content	freely



Summariza>on	Landscape

‣ Extrac>ve	models:	focus	on	picking	the	right	sentences	from	exis>ng	
documents

‣ Can	essen>ally	do	this	with	a	classifier,	the	best	supervised	
approaches	use	BERT	now

‣Works	par>cularly	well	in	the	mul>-document	case

‣ Abstrac>ve	models:	generate	the	summary	text	“from	scratch”

‣ Single-document	vs.	mul>-document:	both	are	valuable	and	interes>ng,	
we’ll	focus	on	single-document



Seq2seq	Summariza>on

Its		president	quit	suddenly

The

<s>

oat bran craze has

… …

Chopra	et	al.	(2016)

‣ Train	to	produce	summary	based	on	document

‣Works	okay	for	genera>ng	very	short	summaries	like	headlines,	but	what	
happens	on	longer	ar>cles?



Seq2seq	Summariza>on

See	et	al.	(2017)

‣ Non-pretrained	
seq2seq	model	
output.	What’s	wrong	
with	this	summary?

‣ CNN/Daily	Mail	
dataset:	~300,000	
ar>cles	and	
summaries	scraped	
from	web



Pointer-Generator	Model

See	et	al.	(2017)

‣ Allow	the	model	to	
copy	tokens	from	the	
source



Seq2seq	Summariza>on

See	et	al.	(2017)

‣ Solu>ons:	copy	mechanism,	coverage,	just	like	in	MT…



Neural	Abstrac>ve	Systems

See	et	al.	(2017)

‣ Actually	this	model	ends	up	copying	most	of	the	>me…	40%	of	the	
generated	summary	sentences	are	direct	copies	from	ar>cle



BART:	Pre-trained	seq2seq	model

Lewis	et	al.	(2019)
‣ These	look	great!	But	they’re	not	always	factual



Enforcing	Factuality
‣ When	doing	freeform	paraphrasing	or	summarizaTon	from	a	seq2seq	model,	how	
to	make	sure	the	output	is	factual	with	respect	to	the	input?

Seven	games	involving	Nimes	
were	inves>gated	axer	Conrad	was	
arrested	last	November.

Seven	games	involving	Nimes	were	arrested	last	November.

‣ How	can	we	verify	that	the	text	predicted	by	our	model	is	factual,	beyond	just	
spoUng	made-up	words?

‣ The	relaLon	here	is	wrong,	even	though	all	of	the	words	are	individually	right!

seq2seq

CHECK(text,	summary)



‣ Natural	language	inference	systems:	determine	when	sentence	A	entails	sentence	
B	(implies	it	must	be	true),	contradicts	it,	or	is	neutral	with	respect	to	it

Bowman	et	al.	(2015),	Gururangan	et	al.	(2018)

CHECK(text,	summary)	=	entails(text,	summary)

Enforcing	Factuality



‣ QuesTon	generaTon	approaches Alex	Wang	et	al.	(2020),	Durmus	et	al.	(2020),	Deutsch	et	al.	(2020)

‣ What	can	go	wrong?	Answer	selecTon,	quesTon	generaTon,	quesTon	answering…

CHECK(text,	summary)	=
generate	quesTons
answer	quesTons	from	text
answer	quesTons	from	summary	+	compare

{
<latexit sha1_base64="4ElLhjjLlvo++YMfVMsmWA4jOGw=">AAADDHicfVLNbhMxEPYufyX8NIUjF6tRpFSEaDdUKpdIFVw4Bom0FXGy8jrexKrXu7K90JXxA3DhVbhwACGuPAA33gYn3TTbFjGSpW++mflmxnacc6Z0EPzx/Bs3b92+s3W3ce/+g4fbzZ1HRyorJKEjkvFMnsRYUc4EHWmmOT3JJcVpzOlxfPpqGT9+T6VimXiry5xOUjwXLGEEa0dFO95ue9hBKdaLODGlHSDN+IyaDWM/rvGZ3YMDiBKJiQmteWchomc54jTRHaSKNDJsENqpgOuCD3aKdJZf+ImNaKdqUNqIdVm3pv0UrkX6dmqE/Z+MrskY9iy03bpvLwsjyeYLvddo57VFnRqbwU1W9wJL61I3gQYyUbMV9IKVwesgrEALVDaMmr/RLCNFSoUmHCs1DoNcTwyWmhFOnWShaI7JKZ7TsYMCp1RNzOoxLWw7ZgaTTLojNFyx9QqDU6XKNHaZyyHV1diS/FdsXOjkxcQwkReaCnLeKCk41Blc/gw4Y5ISzUsHMJHMzQrJArvX1u7/NNwlhFdXvg6O+r3wea//Zr91+LK6ji3wBOyCDgjBATgEr8EQjADxPnlfvG/ed/+z/9X/4f88T/W9quYxuGT+r79CBv0E</latexit>

Enforcing	Factuality



Dependency	Arc	Entailment

Seven	games	involving	Nimes	
were	invesLgated	aMer	Conrad	
was	arrested	last	November

[SEP]	Seven	games	involving	Nimes	were	arrested	…

BERT

nsubj_pass

Classifier	considers	embeddings	
of	head	+	child	+	dep	label

Classifier

not	entailed

CHECK(text,	summary)	=	for	all	arcs.	entails(text,	arc)

Goyal	and	Durre8	(2020)



Takeaways
‣ LMs	and	seq2seq	models	can	be	used	for	dialogue	and	other	
applica>ons,	not	just	transla>on

‣ Can	build	chatbots	that	are	primarily	data-driven	(with	these	neural	
models)	or	rule-based/templated

‣ AI/chatbots/dialogue	are	not	solved	problems

‣ S>ll	much	more	to	do:	these	systems	usually	don’t	have	anything	to	
say.	Goal-oriented	dialogue	and	grounded/embodied	systems	(e.g.,	a	
dialogue	system	on	a	robot	are	much	tougher	to	get	working


