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Announcements
‣ FP	due	April	28

‣Presentations	next	week!

‣ Send	Google	slides	by	6am	the	morning	of	your	presentation.

‣ 3	minutes	is	a	firm	limit!



NLP	in	other	languages

‣ Some	of	our	algorithms	have	been	specified	to	English

‣ Some	structures	like	constituency	parsing	don’t	make	sense	for	other	
languages

‣ Neural	methods	are	typically	tuned	to	English-scale	resources,	may	not	
be	the	best	for	other	languages	where	less	data	is	available

‣ This	lecture:	How	can	we	leverage	existing	resources	to	do	better	in	
other	languages	without	just	annotating	massive	data?

‣ Other	languages	present	some	challenges	not	seen	in	English	at	all



This	Lecture

‣ Cross-lingual	tagging	and	parsing

‣ Multilingual	pre-training

‣ Multilingual	benchmarks

‣ Introduce	ethical	questions	(for	next	time)

‣ Morphology



Morphology



What	is	morphology?
‣ Study	of	how	words	form

‣ Derivational	morphology:	create	a	new	word	from	a	root	word

estrange	(v)	=>	estrangement	(n)

become	(v)	=>	unbecoming	(adj)

I	become	/	she	becomes

‣ Inflectional	morphology:	word	is	inflected	based	on	its	context

‣ May	not	be	totally	regular:	enflame	=>	inflammable

‣ Mostly	applies	to	verbs	and	nouns



Morphological	Inflection
‣ In	English: I	arrive you	arrive he/she/it	arrives

we	arrive you	arrive they	arrive
[X]	arrived

‣ In	French:



Morphological	Inflection
‣ In	Spanish:



Noun	Inflection

‣ Nominative:	I/he/she,	accusative:	me/him/her,	genitive:	mine/his/hers

‣ Not	just	verbs	either;	gender,	number,	case	complicate	things

I	give	the	children	a	book	<=>	Ich	gebe																								ein	Buch
I	taught	the	children	<=>	Ich	unterrichte	die	Kinder

‣ Dative:	merged	with	accusative	in	English,	shows	recipient	of	something

den	Kindern



Irregular	Inflection
‣ Common	words	are	often	irregular

‣ I	am	/	you	are	/	she	is

‣ Less	common	words	typically	fall	into	some	regular	paradigm	—	
these	are	somewhat	predictable

‣ Je	suis	/	tu	es	/	elle	est

‣ Soy	/	está	/	es



Agglutinating	Langauges

‣ Finnish/Hungarian	
(Finno-Ugric),	also	
Turkish:	what	a	
preposition	would	
do	in	English	is	
instead	part	of	the	
verb	(hug)

‣ Many	possible	forms	—	and	in	newswire	data,	only	a	few	are	observed
illative:	“into” adessive:	“on”

halata:	“hug”



Morphologically-Rich	Languages

‣ Many	languages	spoken	all	over	the	world	have	much	richer	morphology	
than	English

‣ CoNLL	2006	/	2007:	dependency	parsing	+	morphological	analyses	for	
~15	mostly	Indo-European	languages

‣ Word	piece	/	byte-pair	encoding	models	for	MT	are	pretty	good	at	
handling	these	if	there’s	enough	data

‣ SPMRL	shared	tasks	(2013-2014):	Syntactic	Parsing	of	Morphologically-
Rich	Languages

‣ Universal	Dependencies	project



Morphological	Analysis:	Hungarian

Ám	a	kormány	egyetlen	adó	csökkentését	sem	javasolja	.
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But	the	government	does	not	recommend	reducing	taxes.



Morphologically-Rich	Languages

‣ Great	resources	for	challenging	
your	assumptions	about	language	
and	for	understanding	
multilingual	models!



Chinese	Word	Segmentation

‣ LSTMs	over	character	
embeddings	/	character	
bigram	embeddings	to	
predict	word	boundaries

‣ Word	segmentation:	
some	languages	
including	Chinese	are	
totally	untokenized

Chen	et	al.	(2015)

‣ Having	the	right	
segmentation	can	help	
machine	translation



Cross-Lingual	Tagging	and	Parsing



Cross-Lingual	Tagging

‣ Labeling	POS	datasets	is	expensive
‣ Can	we	transfer	annotation	from	high-resource	languages	(English,	etc.)	
to	low-resource	languages?

English

Raw	text

POS	data

Spanish:

+
Raw	text

en-es	bitext

POS	data

Malagasy

bitext

Raw	text+ Malagasy	tagger

Spanish 
tagger



Cross-Lingual	Tagging
‣ Can	we	leverage	word	alignment	here?

N	PR		V										??

‣ Tag	with	English	tagger,	project	across	bitext,	train	French	tagger?	
Works	pretty	well

I	like	it		a			lot

Je	l’	aime	beaucoup

align
I	like	it		a			lot

Je	l’	aime	beaucoup

N	V	PR	DT	ADJ

tag
I	like	it		a			lot

Je	l’	aime	beaucoup

Projected	tags

Das	and	Petrov	(2011)



Cross-Lingual	Parsing

McDonald	et	al.	(2011)

‣ Now	that	we	can	POS	tag	other	languages,	can	we	parse	them	too?

‣ Direct	transfer:	train	a	parser	over	POS	sequences	in	one	language,	then	
apply	it	to	another	language

I					like			tomatoes

PRON	VERB		NOUN

Je			les				aime
PRON	PRON	VERB

I					like			them

PRON	VERB		PRON

Parser	trained 
to	accept	tag 
input

VERB	is	the	
head	of	PRON	
and	NOUN

parse	
new 
data

train



Cross-Lingual	Parsing

McDonald	et	al.	(2011)

‣ Multi-dir:	transfer	a	parser	trained	on	a	few	source	treebanks	to	the	target	language
‣ Multi-proj:	more	complex	annotation	projection	approach



Cross-Lingual,	Multilingual 
Word	Representations



Multilingual	Embeddings

Ammar	et	al.	(2016)

‣ multiCluster:	use	bilingual	dictionaries	to	form	clusters	of	words	
that	are	translations	of	one	another,	replace	corpora	with	cluster	
IDs,	train	“monolingual”	embeddings	over	all	these	corpora

‣ Works	okay	but	not	all	that	well

I	have	an	apple

J’	ai	des	oranges I			Je	J’

ID:	47ai				have

ID:	24

47	24	89			1981

47	24			18		427

‣ Input:	corpora	in	many	languages.	Output:	embeddings	where	
similar	words	in	different	languages	have	similar	embeddings



Multilingual	Sentence	Embeddings

Artetxe	et	al.	(2019)

‣ Form	BPE	vocabulary	over	all	corpora	(50k	merges);	will	include	
characters	from	every	script

‣ Take	a	bunch	of	bitexts	and	train	an	MT	model	between	a	bunch	
of	language	pairs	with	shared	parameters,	use	W	as	sentence	
embeddings



Multilingual	Sentence	Embeddings

‣ Train	a	system	for	NLI	(entailment/neutral/contradiction	of	a	sentence	
pair)	on	English	and	evaluate	on	other	languages

Artetxe	et	al.	(2019)



Multilingual	BERT

Devlin	et	al.	(2019)

‣ Take	top	104	Wikipedias,	train	BERT	on	all	of	them	simultaneously

‣ What	does	this	look	like?

Beethoven	may	have	proposed	unsuccessfully	to	Therese	Malfatti,	the	
supposed	dedicatee	of	"Für	Elise";	his	status	as	a	commoner	may	again	
have	interfered	with	those	plans.

当⼈们在⻢尔法蒂身后发现这部⼩曲的⼿稿时，便误认为上⾯写的是
“Für	Elise”（即《给爱丽丝》）[51]。

Китай́	(официально	—	Китай́ская	Наро́дная	Респуб́лика,	
сокращённо	—	КНР;	кит.	трад.	中華⼈⺠共和國,	упр.	中华⼈⺠共和
国,	пиньинь:	Zhōnghuá	Rénmín	Gònghéguó,	палл.:	Чжунхуа	Жэньминь	

Гунхэго)	—	государство	в	Восточной	Аз



Multilingual	BERT:	Results

Pires	et	al.	(2019)

‣ Can	transfer	BERT	directly	across	languages	with	some	success

‣ …but	this	evaluation	is	on	languages	that	all	share	an	alphabet



Multilingual	BERT:	Results

Pires	et	al.	(2019)

‣ Urdu	(Arabic/Nastaliq	script)	=>	Hindi	(Devanagari).	Transfers	well	despite	
different	alphabets!

‣ Japanese	=>	English:	different	script	and	very	different	syntax



Scaling	Up:	XLM-R

Conneau	et	al.	(2019)

‣ Larger	“Common	Crawl”	dataset,	better	performance	than	mBERT
‣ Low-resource	languages	benefit	from	training	on	other	languages
‣ High-resource	languages	see	a	small	performance	hit,	but	not	much



Scaling	Up:	mBART

Liu	et	al.	(2020)



Multilingual	Benchmarks



Scaling	Up:	Benchmarks

Hu	et	al.	(2021)

‣ Many	of	these	datasets	are	translations	of	base	datasets,	not	originally	
annotated	in	those	languages

‣ Exceptions:	POS,	NER,	TyDiQA



TyDiQA

Clark	et	al.	(2021)

‣ Annotators	write	
questions	based	on	very	
short	snippets	of	
articles;	answers	may	or	
may	not	exist,	fetched	
from	elsewhere	in	
Wikipedia

‣ Typologically- 
diverse	QA	dataset



Xor	QA

Asai	et	al.	(2021)

‣ Certain	types	of	info	
may	only	be	
available	in	certain	
languages’	
Wikipedias	—	need	
to	be	able	to	answer	
questions	
multilingually



Cross-Lingual	Typing

Selvaraj,	Onoe,	Durrett	(2021)

‣ Train	an	mBERT-based	typing	
model	on	Wikipedia	data	in	
English,	Spanish,	German	
and	Finnish

‣ Achieves	solid	performance	
even	on	totally	new	
languages	like	Japanese	that	
don’t	share	a	character	set	
with	these



Multilingual	Cultural	Knowledge

Yin	et	al.	(2022)	GeoMLama

‣ Can	test	cultural	
knowledge	
about	country	X	
in	language	Y

‣ Often	do	better	
with	mismatched	
X-Y	pairs	due	to	
reporting	bias

‣ Models	are	near	
random	accuracy



Multilingual	Visual	Reasoning

Liu	et	al.	(2021)	MaRVL
‣ Similar	concept:	visual	reasoning	with	images	from	all	over	the	globe	
and	in	many	languages



Where	are	we	now?

‣ Universal	dependencies:	treebanks	(+	tags)	for	70+	languages

‣ Datasets	in	other	languages	are	still	small,	so	projection	techniques	may	
still	help

‣ More	corpora	in	other	languages,	less	and	less	reliance	on	structured	
tools	like	parsers,	and	pretraining	on	unlabeled	data	means	that	
performance	on	other	languages	is	better	than	ever

‣ Multilingual	models	seem	to	be	working	better	and	better	—	can	even	
transfer	to	new	languages	“zero-shot”.	But	still	many	challenges	for	low-
resource	settings



Ethics,	Bias,	and	Fairness



Framing

‣ Multilingual	models	are	important	partially	because	they	make	NLP	
technology	more	accessible	to	a	wide	audience

‣What	are	the	implications	of	that	access? 
More	broadly,	what	is	the	societal	impact	of	NLP	models? 
What	ethical	questions	do	we	need	to	consider	around	them?

‣ This	addresses	the	issue	of	exclusion:	people	not	being	able	to	access	
them	due	to	language	barriers



Major	Tests	for	Fairness

‣ Toxicity:	will	an	LM	generate	sexist/racist/biased	output?

‣ …will	it	do	it	from	an	“innocent”	prompt?	(If	you	ask	it	to	be	racist,	
that’s	not	as	bad	as	if	you	just	ask	it	for	a	normal	answer)

‣ Bias:	will	predictions	be	biased	by	gender	or	similar	variables?

‣ BiasInBios:	predict	occupation	from	biography,	where	gender	is	a	
confounding	variable

‣ Do	representations	encode	attributes	like	gender?

‣ Will	LLMs	do	different	things	for	prompts	with	different	race/religion/
gender?	(E.g.,	will	tell	“Jewish”	jokes	but	not	“Muslim”	jokes)



Things	to	Consider

‣What	ethical	questions	do	we	need	to	consider	around	NLP?

‣What	kinds	of	“bad”	things	can	happen	from	seemingly	“good”	
technology?

‣What	kinds	of	“bad”	things	can	happen	if	this	technology	is	used	for	
explicitly	bad	aims	(e.g.,	generating	misinformation)?


