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Abstract—We model a systolic array as a network of, mostly identical, communicating finite state machines that exchange messages over one-to-one, unbounded, FIFO channels. Each machine has a cyclic behavior; in each cycle, a machine first receives one message from each of its input channels, then sends one message to each of its output channels. If in a cycle a machine does not have any data message to send to one of its output channels, it sends a null message instead; thus, machines exchange two types of messages, data and null. We characterize the liveness and termination properties for such networks, and discuss two algorithms that can be used to decide these properties for any given network. We apply these algorithms to establish the liveness and termination properties of four systolic array examples. These examples include a linear matrix-vector multiplier, a linear priority queue, and a search tree.
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I. INTRODUCTION

KUNG and Leiserson [8] have introduced a new model of computation called “systolic arrays.” A systolic array is a network of identical, simple processors; each processor performs a simple function and communicates with its neighboring processors by exchanging messages over connecting channels, or wires. Systolic arrays are useful for two reasons. First, many “large” time-consuming problems (e.g., the multiplication of two large matrices) can be solved extremely fast over large systolic arrays. Second, due to recent advances in VLSI technology, large systolic arrays can be realized and implemented with reasonable cost and effort.

Usually, after designing a systolic array to solve some problem, one is tempted to prove the correctness of the designed array. The proof consists of showing that the array satisfies three types of properties: safety, liveness, and termination. Proving safety properties of systolic arrays is discussed by Ossefort [13], [14] based on a verification methodology developed earlier by Misra and Chandy [11], [12]. In this paper, we discuss techniques to prove liveness and termination properties of systolic arrays.
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We model a systolic array as a network of communicating finite state machines that exchange messages over error-free, one-to-one, unbounded, FIFO channels. Each machine has a cyclic behavior: in each cycle, a machine receives one message via each of its input channels and sends one message via each of its output channels. If in some cycle a machine does not have a data message to send via an output channel, it sends a null message instead. Thus machines exchange two types of messages, namely data and null. Because of this cyclic behavior and the fact that machines exchange only two types of messages, the communicating finite state machines in this paper constitute a proper subset of the general class of communicating finite state machines, as defined in [2] and [5].

Networks of communicating finite state machines have been proposed earlier to model communication protocols in computer networks and distributed systems; see for example Bochmann [1], and Zafiropulo et al. [17]. However, networks that model systolic arrays differ from those that model communication protocols as follows. The machines in a network that models a systolic array are mostly identical, and the structure of each machine is relatively simple. The converse is usually true for networks that model protocols. For this reason, it is more convenient to develop new “special-purpose” but simpler methodologies to verify liveness and termination for networks that model systolic arrays rather than use “general-purpose” verification methodologies such as those proposed by Owicki and Lamport [10], and Manna and Pnueli [16].

The verification methodology proposed in this paper is based on the concept of a channel history which is a (finite or infinite) sequence of (null or data) messages. The methodology consists of two algorithms. The first algorithm takes 1) a network of communicating finite state machines that models a systolic array, and 2) a finite set of infinite histories, with each history being assigned to one channel in the network. The algorithm then decides whether the set of assigned histories is consistent with the given network. If the answer is positive, then since each of the assigned histories is infinite, each machine is guaranteed to progress infinitely often and the network is live. The second algorithm takes 1) a network of communicating finite state machines, 2) a consistent set of infinite histories,
with each history being assigned to one channel in the network, and 3) a positive integer \( k \). The algorithm then decides whether the network’s computation terminates after \( k \) steps (i.e., after each machine executes exactly \( k \) cycles) under the given channel histories.

Following the introduction, the paper is organized as follows. Networks of communicating finite state machines that model systolic arrays are defined in Section II, followed by the concept of channel histories in Section III. Then two algorithms that can be used to decide liveness and termination of networks are discussed in Sections IV and V, respectively. Three systolic array examples whose liveness and termination properties can be established using our algorithms are discussed in Sections VI, VII, and VIII. They are a linear priority queue [9], a matrix-vector multiplier [8], and a search tree [9]. Section IX contains some concluding remarks.

II. MODELING SYSTOLIC ARRAYS USING NETWORKS OF COMMUNICATING FINITE STATE MACHINES

Kung [7] identifies three attributes that define a systolic array: 1) its communication geometry, 2) its data movement, and 3) the function of each processor in the array. In this paper, we use three “structures” to define the first two of these attributes. Specifically, we use

1) a network topology to define the communication geometry,
2) a set of communicating finite state machines, each of which defines the data movement caused by one processor in the array, and
3) a network assignment that assigns one communicating finite state machine to each position in the network.

Notice that this model does not specify the function of each processor in the array since it is irrelevant to the liveness and termination arguments that are the focus of this paper. Next, we define each of these structures in more detail.

A network topology \( T \) is a labeled directed graph, where vertices are called positions and arcs are called channels. A channel in \( T \) that has both source and sink positions is called an intermediate channel of \( T \). A channel in \( T \) that has no source (sink) position is called an external input (output) channel of \( T \). If a position \( p \) is the sink (source) of a channel \( c \) in \( T \), then \( c \) is called an input (output) channel of \( p \).

Example 1: Consider the array multiplier in [7] that can be used to multiply a matrix \( A_{n \times n} \) by a vector \( X_{1 \times n} \). It consists of a linear array of \( r \) identical processors. The \( i \)th processor stores in its local memory the \( i \)th element \( x_i \) of \( X \) and is supplied, one by one, with the elements of the \( i \)th column in \( A \). The first processor computes the \( n \) elements \( c_i = a_{i,1}x_1, i = 1, \ldots, n, \) and forwards them one by one to the second processor. The second processor computes the \( n \) elements \( f_j = c_j + a_{j,2}x_2, i = 1, \ldots, n, \) and forwards them one by one to the third processor, and so on. The final (\( r \)th) processor computes the \( n \) elements that constitute the resulting vector of multiplying \( A \) by \( X \) and forwards them to the “host computer.”

![Fig. 1. An array multiplier: (a) network topology, (b) communicating finite state machines \( M_i, i = 1, \ldots, r \).](image-url)

A network topology for this array is shown in Fig. 1(a). It has \( r \) positions \( p_1, \ldots, p_r \), and \( 2r + 1 \) channels \( a_1, \ldots, a_r, y_1, \ldots, y_{r+1} \). Channels \( a_1, \ldots, a_r, y_i \) are external input channels, and \( y_{r+1} \) is an external output channel. Channel \( y_1 \) is provided only so that the processor at position \( p_1 \) can be made identical to the other processors; in fact, zero elements are the only useful data to be sent along channel \( y_1 \).

As this example illustrates, a network topology merely defines the “positions” of different processors and their connecting channels in the systolic array. It does not define the order in which each processor sends and/or receives messages via its channels. For that, we need to define a communicating finite state machine for each processor in the array. Communicating finite state machines are discussed next.

A communicating finite state machine \( M \) is a labeled directed graph with two types of edges called receiving and sending edges. A receiving (sending) edge is labeled \( +g/c (-g/d) \), where

\( g \) is a message from the set \( \{N,D\} \) of messages; \( N \) is called a null message, and \( D \) is called a data message;
\( c \) is a channel from the set \( I_M \) of input channels of \( M \); and
\( d \) is a channel from the set \( O_M \) of output channels of \( M \).

\( (I_M \) and \( O_M \) are disjoint.)

There are two types of nodes in \( M \), called receiving and sending nodes. A receiving node has one or two outgoing receiving edges with distinct labels. A sending node has one outgoing sending edge. These restrictions ensure that the behavior of \( M \) is deterministic as explained in Section IX.

One of the nodes in \( M \) is identified as its initial node.
All the nodes and edges of $M$ constitute a set of directed cycles; each cycle passes through the initial node and satisfies the following three conditions.

**Fairness:** For each input (output) channel $c$ of $M$, each cycle in $M$ has exactly one receiving (sending) edge labeled $+g/c (-g/c)$, for some message $g$ in $\{N, D\}$.

**Uniformity:** The order in which the channels of $M$ are referenced along each cycle in $M$ is the same.

**Receiving Before Sending:** Starting from the initial node, receiving edges precede sending edges along each cycle.

Let $M$ be a communicating finite state machine with input channels $c_1, \ldots, c_m$, and output channels $d_1, \ldots, d_n$. From the fairness condition, each cycle in $M$ must reference each channel exactly once, hence each cycle is of length $m + n$. From uniformity condition, each cycle in $M$ must reference the channels of $M$ in the same order. This order can be defined by an ordered tuple, called Order($M$), of the $m + n$ channels of $M$. From the receiving-before-sending condition, all input channels of $M$ must appear before all output channels of $M$ in Order($M$). For example

$$\text{Order}(M) = [c_1, \ldots, c_m, d_1, \ldots, d_n].$$

Assume that Order($M$) = $[c_1, \ldots, c_m, d_1, \ldots, d_n]$. Define Msgs($M$) to be the set of tuples

$$\{[g_1, \ldots, g_m, g_{m+1}, \ldots, g_{m+n}] \mid \text{there is a cycle in } M \text{ whose edges are labeled, in order, with } +g_1/c_1, \ldots, +g_m/c_m, -g_{m+1}/d_1, \ldots, -g_{m+n}/d_n\}.$$ 

In other words, each tuple in Msgs($M$) defines the sequence of messages received or sent along one cycle in $M$.

**Example 1 (Continued):** Each processor in the array multiplier discussed earlier executes the same routine over and over. In each execution of the routine, the processor at position $p_i$, $i = 1, \ldots, r$, executes the following:

1) It receives one message via each of its input channels $a_i$ and $y_{i+1}$.
2) If the received messages are both data
   then the processor computes the result and sends one data message via its output channel $y_{i+1}$
   else { * the received messages are both null *}
   it sends one null message via $y_{i+1}$.

The receiving and sending activities of the processor at position $p_i$ is defined by the communicating finite state machine $M_i$ in Fig. 1(b). $M_i$ consists of two directed cycles that pass through the initial node. Notice that starting from the initial node, two receiving edges precede a single sending edge along each cycle. Notice also that both cycles are equal length (three), and that they reference the channels of $M_i$ in the same order. From Fig. 1(b), we get

$$\text{Order}(M_i) = [a_i, y_i, y_{i+1}] \text{ and } \text{Msgs}(M_i) = \{[N, N, N], [D, D, D]\}.$$ 

A network $W$ is a triple $< T, S, A >$, where

- $T$ is a network topology as defined earlier;
- $S$ is a finite set of communicating finite state machines as defined earlier; and
- $A$ is a total function, called the network assignment, from the set of positions in $T$ to $S$ such that for every position $p$ in $T$, both $p$ and its assigned machine $A(p)$ have identical input channels and identical output channels.

**Example 1 (Continued):** Consider the triple $W = < T, S, A >$, where

- $T$ is the network topology in Fig. 1(a);
- $S$ is the set of communicating finite state machines $\{M_1, \ldots, M_r\}$, where $M_i$ is defined in Fig. 1(b); and
- $A$ is the function that assigns to each position $p_i$ in $T$, the machine $M_i$, $i = 1, \ldots, r$.

$W$ is a network that models the array multiplier discussed earlier.

So far, we have only defined the “syntax” of networks; next we define their “semantics.” For the remainder of this section, let $W = < T, S, A >$ be a network, whose topology $T$ has $r$ positions $p_1, \ldots, p_r$, and $s$ channels $c_1, \ldots, c_s$, and let $M_i$ be the communicating finite state machine, in $S$, that is assigned, by $A$, to position $p_i$, $i = 1, \ldots, r$.

A state $q$ of $W$ is a tuple $q = (v_1, \ldots, v_i, x_1, \ldots, x_s)$, where $v_i$ (i = 1, \ldots, r) is a node in machine $M_i$, and $x_j$ (j = 1, \ldots, s) is a finite string over the messages in $\{N, D\}$, called the contents of channel $c_j$ in $W$.

Informally, a state $q$ of $W$ implies that each machine $M_i$ in $W$ has reached node $v_i$ in its execution, while each channel $c_j$ in $W$ contains the sequence of messages $x_j$.

The initial state of network $W$ is a state $(v_1, \ldots, v_i, x_1, \ldots, x_s)$, where each $v_i$ i = 1, \ldots, r, is the initial node in its machine $M_i$, and each $x_j$, j = 1, \ldots, s, is a string with a single message from the set $\{N, D\}$.

Let $q = (v_1, \ldots, v_i, x_1, \ldots, x_s)$ be a state of $W$ and let $e$ be an edge from node $v_i$ to node $v_j$ in $M_i$. A state $q'$ of $W$ is said to follow $q$ over $e$ if one of the following two conditions hold:

1) $e$ is a sending edge labeled $-g/c_j$, $q' = (v_1, \ldots, v_i, v_{i-1}, v_j, v_{i+1}, \ldots, v_i, x_1, \ldots, x_{i-1}, x_j', x_{i+1}, \ldots, x_s)$, and $x_j' = x_j - g$; $g$ is the string concatenation operator.
2) $e$ is a receiving edge labeled $+g/c_j$, $q' = (v_1, \ldots, v_i, v_{i-1}, v_j, v_{i+1}, \ldots, v_i, x_1, \ldots, x_{i-1}, x_j, x_j', x_{i+1}, \ldots, x_s)$, and $x_j' = g; x_j$.

Let $q$ and $q'$ be two states of $W$. $q'$ is said to follow $q$ over $e$ if one of the following two conditions is satisfied.

1) There is an edge $e$ such that $q'$ follows $q$ over $e$.
2) $q'$ is constructed from $q$ by concatenating or appending one message from $\{N, D\}$ to the tail of the contents of one external input channel.

Let $q$ and $q'$ be two states of $W$. $q'$ is reachable from $q$
iff there exist states $q_1, \ldots, q_n$, where $q = q_1, q' = q_n$, and for $i = 1, \ldots, n - 1, q_{i+1}$ follows $q_i$.

A state $q$ of $W$ is reachable iff it is reachable from the initial state of $W$.

Later in this paper, we characterize the notions of "liveness" and "proper termination" for networks, and discuss techniques to prove that a given network is live and will terminate properly. But first, we need to define the concept of channel histories.

III. CHANNEL HISTORIES

A history is a (finite or infinite) sequence of messages from the set $\{N, D\}$.

We adopt four forms to write a history $H$, depending on whether $H$ is finite or not, and whether it is repetitive or not:

Form 1 ($H$ is finite and repetitious): In this case, $H = x[k]$, where $x$ is a finite sequence of messages from $\{N, D\}$, and $k$ is a positive integer called the sequence run of $H$. This notation means that $H = x; x; \ldots; x$ repeated $k$ times. If $k = 1$, then it can be dropped yielding $H = x$.

Form 2 ($H$ is finite but not repetitious): In this case, $H = H_1; H_2; \ldots; H_r$, where $H_i (i = 1, \ldots, r)$ is a finite and repetitious history.

Form 3 ($H$ is infinite and repetitious): In this case, $H = x[\infty]$, where $x$ is a finite sequence of messages from $\{N, D\}$. (This means that $H = x; x; \ldots$ repeated infinite times.)

Form 4 ($H$ is infinite but not repetitious): In this case, $H = H_1; H_2; \ldots; H_{r-1}; H_r$, where $H_i (i = 1, \ldots, r - 1)$ is a finite and repetitive history, and $H_r$ is an infinite and repetitive history.

Two infinite histories

$H = x_1[k_1]; x_2[k_2]; \ldots; x_{r-1}[k_{r-1}]; x_r[\infty],$

and

$H' = y_1[k_1]; y_2[k_2]; \ldots; y_{r-1}[k_{r-1}]; y_r[\infty],$

are said to be in compatible forms iff for $i = 1, \ldots, r$, $|x_i| = |y_i|$, where $|x|$ is the number of messages in sequence $x$.

Let $H$ be a history that has at least $i$ messages; we adopt the following notation:

$H^i$ denotes the $i$th message in $H$, and $H^i$ denotes the history constructed by removing the first (left-most) $i$ messages from $H$.

Let $M$ be a communicating finite state machine with channels $d_1, \ldots, d_t$. Assign to each channel $d$ in $M$, a history, denoted by $H(d)$. The set of assigned histories $\{H(d_1), \ldots, H(d_t)\}$ is said to be consistent with $M$ iff for $i = 1, 2, \ldots$, there exists a cycle $C$ in $M$ such that the following two conditions hold:

1) For every input channel $d$ in $M$, there exists an edge in $C$ labeled $+H(d)$.d/d.

2) For every output channel $d$ of $M$, there exists an edge in $C$ labeled $-H(d)^{-1}/d$.

Let $W = < T, S, A >$ be a network with positions $p_1, \ldots, p_r$ and channels $c_1, \ldots, c_t$ in $T$. Assign to each channel $c$ in $T$, a history $H(c)$. The set of assigned histories $\{H(c_1), \ldots, H(c_t)\}$ is called consistent with $W$ for every position $p$ whose input and output channels are $d_1, \ldots, d_t$ in $T$, the set of histories $\{H(d_1), \ldots, H(d_t)\}$ is consistent with the communicating finite state machine $A(p)$.

Example 1 (Continued): Consider the network $W = < T, S, A >$ of the array multiplier defined earlier. Recall that $W$ has the channels $a_1, \ldots, a_r, y_1, \ldots, y_{r+1}$. Assign to the channels of $W$, the following histories:

For $i = 1, \ldots, r$, $H(a_i) = N[i]; D[n]; N[\infty]$.

For $i = 1, \ldots, r + 1$, $H(y_i) = N[i]; D[n]; N[\infty]$.

It is required to prove that this set of assigned histories is consistent with $W$. In the next section, we present an algorithm to decide whether a given set of assigned histories is consistent with a given network, then apply this algorithm to the current example to show that these assigned histories are indeed consistent with $W$.

IV. PROVING LIVENESS

Informally, a network $W = < T, S, A >$ is live iff the machine $A(p)$ assigned to each position $p$ in $T$ is guaranteed to progress infinitely often, i.e., is guaranteed to receive and send (data or null) messages infinitely often. As mentioned earlier, each machine consists of some cycles, and along each cycle, the machine must access each of its channels exactly once. Therefore, establishing indefinite progress of a machine is equivalent to establishing that each of its (input or output) channels has an infinite history. This observation motivates the following definition.

Let $W = < T, S, A >$ be a network with channels $c_1, \ldots, c_t$, and let $F = \{H(c_1), \ldots, H(c_t)\}$ be a set of infinite histories assigned to the channels of $W$. $W$ is said to be live under $F$ iff $F$ is consistent with $W$.

Given a network $W = < T, S, A >$ with channels $c_1, \ldots, c_t$, and given a set $F = \{H(c_1), \ldots, H(c_t)\}$ of infinite histories which are assigned to the channels of $W$, it is required to decide whether $W$ is live under $F$. This decision can be made using Algorithm 1, discussed below, to decide whether the set of histories assigned to the input and output channels of each position $p$ in $T$ is consistent with the communicating finite state machine $A(p)$.

Algorithm 1 takes a communicating finite state machine $M$, and a set of infinite histories assigned to the channels of $M$; it then decides whether the given set is consistent with $M$. The basic idea of the algorithm is simple enough. First align the given histories to one another. Then for each $i$, construct a tuple that consists of the $i$th message from each history. Thus, the $i$th tuple consists of the $i$th messages supposedly received or sent by $M$ along its various channels. If so, these messages should have been received or sent as $M$ executes exactly one cycle, and the tuple must exist in $\text{Msgs}(M)$. Therefore the last step of the algorithm is to check whether each of these tuples is in $\text{Msgs}(M)$. It is straightforward to show that the time com-
plexity of the algorithm is polynomial in the size of its inputs.

Algorithm 1

Input: A communicating finite state machine \( M \) with input channels \( c_1, \ldots, c_m \) and output channels \( d_1, \ldots, d_n \) and a set of infinite histories \( \{H(c_1), \ldots, H(c_m), H(d_1), \ldots, H(d_n)\} \) assigned to the channels of \( M \), respectively.

Output: A decision of whether the set of assigned histories is consistent with \( M \).

Steps:
1. Define \( \text{Order}(M) \) and \( \text{Msgs}(M) \). Without loss of generality, let \( \text{Order}(M) = [c_1, \ldots, c_m, d_1, \ldots, d_n] \).
2. Remove the leftmost message from the histories assigned to the output channels of \( M \); i.e., construct the histories \( \{H(d_1)^1, \ldots, H(d_n)^1\} \) from \( H(d_1), \ldots, H(d_n) \), respectively.
3. Rewrite the histories \( H(c_1), \ldots, H(c_m), H(d_1)^1, \ldots, H(d_n)^1 \) in compact forms as follows:
   \[
   H(c_1) = u_1[k_1]; \ldots; u_r[k_r],
   \]
   \[
   H(c_m) = u_1[k_1]; \ldots; u_r[k_r],
   \]
   \[
   H(d_1)^1 = x_1[k_1]; \ldots; x_r[k_r],
   \]
   \[
   H(d_n)^1 = y_1[k_1]; \ldots; y_r[k_r].
   \]
   In other words, for \( i = 1, \ldots, r \), \( |u_i| = \cdots = |v_i| = |x_i| = \cdots = |y_i| \).
4. Reduce each of these infinite histories into a finite history by reducing each sequence run in each history to one. Let \( R(c_1) \) be the reduced histories of \( H(c_1) \), \( i = 1, \ldots, m \), and \( R(d_1) \) be the reduced history of \( H(d_1)^1 \), \( i = 1, \ldots, n \). These reduced histories are as follows:
   \[
   R(c_1) = u_1; \ldots; u_r,
   \]
   \[
   R(c_m) = u_1; \ldots; u_r,
   \]
   \[
   R(d_1) = x_1; \ldots; x_r,
   \]
   \[
   R(d_n) = y_1; \ldots; y_r.
   \]
5. Let \( k \) be the length of each reduced history obtained from Step 4. The set of assigned histories \( \{H(c_1), \ldots, H(c_m), H(d_1), \ldots, H(d_n)\} \) is consistent with \( M \) iff for every \( j, 1 \leq j \leq k \), \( k_r \), \( k, \) \( R(c_j)^0 \), \( R(c_m)^0 \), \( R(d_1)^0 \), \( \ldots, R(d_n)^0 \) is in \( \text{Msgs}(M) \).

Example 1 (Continued): Let \( W = < T, S, A > \) be the network of array multiplier, where \( T \) and \( M_j \) in \( S \) are defined in Fig. 1(a) and (b), respectively. We now show that the following set of histories assigned to the channels in \( T \) is consistent with \( W \).

For \( i = 1, \ldots, r \), \( H(a_i) = N[i] ; D[n] ; N[\infty] \).

For \( i = 1, \ldots, r + 1 \), \( H(y_i) = N[i] ; D[n] ; N[\infty] \).

The communicating finite state machine \( M \) is assigned to position \( p \) in \( T \), \( i = 1, \ldots, r \). Its channels are assigned the following histories:

\[
H(a_i) = N[i] ; D[n] ; N[\infty],
\]
\[
H(y_i) = N[i] ; D[n] ; N[\infty],
\]
and
\[
H(y_{i+1}) = N[i + 1] ; D[n] ; N[\infty].
\]

Following Algorithm 1, we get \( \text{Order}(M) = [a_1, y_i, y_{i+1}] \) and \( \text{Msgs}(M) = \{ [N, N, N], [D, D, D] \} \) from Step 1. From Step 2, we have \( H(y_{i+1})^1 = N[i - 1] ; D[n] ; N[\infty] \). We can skip Step 3 since \( H(a_i), H(y_i), \) and \( H(y_{i+1})^1 \) are already in compatible forms. In Step 4), we get the following reduced histories:

\[
R(a_i) = NDN,
\]
\[
R(y_i) = NDN,
\]
and
\[
R(y_{i+1}) = NDN.
\]

It is straightforward to see the following (Step 5):

\[
[R(a_i)^{(1)}, R(y_i)^{(1)}, R(y_{i+1})^{(1)}] = [N, N, N] \text{ is in } \text{Msgs}(M). \]
\[
[R(a_i)^{(2)}, R(y_i)^{(2)}, R(y_{i+1})^{(2)}] = [D, D, D] \text{ is in } \text{Msgs}(M). \]
\[
[R(a_i)^{(3)}, R(y_i)^{(3)}, R(y_{i+1})^{(3)}] = [N, N, N] \text{ is in } \text{Msgs}(M). \]

Therefore, \( \{H(a_i), H(y_i), \text{ and } H(y_{i+1})\} \) is consistent with \( M \). Since this is true for every machine \( M_i, i = 1, \ldots, r \), so the set of assigned histories is consistent with \( W \).

V. PROVING TERMINATION

An infinite history \( H = x_1[k_1]; \ldots; x_{r-1}[k_{r-1}]; x_r[\infty] \) is said to return to its initial pattern iff \( x_1 = x_r \).

Let \( H = x_1[k_1]; \ldots; x_{r-1}[k_{r-1}]; x_r[\infty] \) be an infinite history that returns to its initial pattern, and let \( k \) be a positive integer. \( H \) is said to return to its initial pattern in \( k \) steps iff there exists a natural number \( s \) (\( s = 0, 1, \ldots \)), such that \( k = |x_1| * k_1 + \cdots + |x_{r-1}| * k_{r-1} + |x_r| * s \), where \( |x| \) is the number of messages in string \( x \), and "*" is the usual integer multiplication operator.

Let \( W = < T, S, A > \) be a network with channels \( c_1, \ldots, c_r \), and let \( F = \{H(c_1), \ldots, H(c_n)\} \) be a consistent set of infinite histories for the channels of \( W \). Also let \( k \) be a positive integer. \( W \) is said to terminate properly under \( F \) in \( k \) steps iff each history in \( F \) returns to its initial pattern in \( k \) steps.

The following algorithm takes a network \( W \), a consistent set \( F \) of infinite histories assigned to the channels of \( W \), and a positive integer \( k \), and decides whether \( W \) terminates properly after \( k \) steps under \( F \). The basic idea of the al-
Algorithm 2

**Input:** A network $W$, a consistent set $F$ of infinite histories for the channels in $W$, and a positive integer $k$. {* Use Algorithm 1 to decide whether $F$ is indeed consistent with $W$ *}

**Output:** A decision of whether network $W$ terminates properly after $k$ steps under $F$.

**Steps:**

1) for each history $H = \{x_0[k_1]; \ldots; x_{r-1}[k_{r-1}]; x_r[\infty]\}$ in $F$ do
   if $x_1 \neq x_r$ {* the history does not return to its initial pattern *}
   then stop: $W$ does not terminate properly under $F$.
2) for each history $H = \{x_0[k_1]; \ldots; x_{r-1}[k_{r-1}]; x_r[\infty]\}$ in $F$ do
   a) compute the function $f_H(s)$ as follows:
      $f_H(s) = |x_1| * k_1 + \cdots + |x_{r-1}| * k_{r-1} + |x_r| * s$,
      where $|x|$ is the number of messages in sequence $x$,
      "*" is the integer multiplication operator, and $s$ is a natural number 0, 1, \ldots;
   b) if there is no value of $s$ such that $k = f_H(s)$ {* the history does not return to its initial pattern in $k$ steps *}
      then stop $W$ does not terminate properly under $F$ in $k$ steps.
3) stop $W$ terminates properly under $F$ in $k$ steps.

**Example 1 (Continued):** Let $W$ be the network of the array multiplier discussed earlier, and let $F$ be the set of histories assigned earlier to the channels $a_1, \ldots, a_r, y_1, \ldots, y_{r+1}$ of $W$. We use Algorithm 2 to show that $W$ will terminate properly under $F$ after $k = n + r + 1$ steps. Recall from the preceding section that $F$ is consistent with $W$.

Each history in $F$ is of the form $x_1[k_1]; x_2[k_2]; x_3[\infty]$, where $x_1 = x_3 = N$. Therefore, each history in $F$ returns to its initial pattern as required by Step 1) in Algorithm 2.

According to Step 2), we need to compute the function $f_H(s)$ for each history in $F$, and show that there is a value of $s$ that makes $k = f_H(s)$. For each history $H(a_i) = N[i]; D[n]; N[\infty]$, $i = 1, \ldots, r$, in $F$, we have $f_H(s) = i + n + s$. Therefore, the value of $s = r + 1 - i$ ensures that $k = f_H(s)$. For each history $H(y_i) = N[i]; D[n]; N[\infty]$, $i = 1, \ldots, r + 1$, in $F$, we have $f_H(s) = i + n + s$. Therefore, the value of $s = r + 1 - i$ ensures that $k = f_H(s)$.

To insert a value "a" into the queue, the two values "a" and "-∞" should be placed into the two external channels $a_1$ and $b_1$, respectively. Moreover, each of these values should be followed by a null message in its channel. (Recall that our model does not distinguish between the different values of data messages; i.e., each of the values "a" and "-∞" is modeled by a data message $D$.)
To extract the current minimum value from the queue, a value "+∞" followed by a null message should be placed into each of the two channels $a_i$ and $b_i$. (As before, each "+∞" value is modeled by a data message $D$.)

To stabilize the contents of the queue, the two values "+∞" and "−∞", should be placed into channels $a_i$ and $b_i$, respectively. Each of these values should be followed by a null message in its channel.

Initially, every input channel of an even-numbered position ($p_i$, $i = 2, 4, 6, \cdots$) has one null message $N$, and every input channel of an odd-numbered position ($p_i$, $i = 1, 3, 5, \cdots$) has one data message $D$. (The data messages in $a_i$ and $b_i$ model the initial input to the queue; the rest of data messages model "+∞" values.)

At each cycle, the processor assigned to position $p_i$, $i = 1, \cdots, r$, executes the following routine:

1) It receives one message from each of its input channels $a_i$, $b_i$, and $c_{i+1}$.
2) If all the received messages are null then the processor sends one null message via each of its output channels $a_{i+1}$, $b_{i+1}$, and $c_i$.
else /* all the received messages are data */
the processor sorts the received values then sends the smallest value via channel $c_i$ and the other two values via channels $a_{i+1}$ and $b_{i+1}$.

B. Channel Histories
We assign the channels in $W$ the following histories:
For $i = 1, 3, 5, \cdots, 2 \lfloor r/2 \rfloor + 1$,

$$H(a_i) = DN[∞],$$
$$H(b_i) = DN[∞],$$

and

$$H(c_i) = ND[∞].$$

For $i = 2, 4, 6, \cdots, 2 \lfloor r/2 \rfloor$,
$$H(a_i) = ND[∞],$$
$$H(b_i) = ND[∞],$$

and

$$H(c_i) = DN[∞].$$

C. Proving Liveness
We use Algorithm 1 to show that the set of histories assigned to the channels of $M_i$ is consistent with $M_i$, $i = 1, \cdots, r$. We carry the proof for the odd-position machines $M_i$, $i = 1, 3, 5, \cdots$. (The proof for the other machines is similar.)

Each $M_i$, $i = 1, 3, 5, \cdots$, in $S$ has three input channels $a_i$, $b_i$, and $c_{i+1}$, and three output channels $a_{i+1}$, $b_{i+1}$, and $c_i$, with the following assigned histories:

$$H(a_i) = H(b_i) = H(c_{i+1}) = DN[∞].$$

and

$$H(a_{i+1}) = H(b_{i+1}) = H(c_i) = ND[∞].$$

Following Algorithm 1, the reduced histories of these channels are as follows: $R(a_i) = R(b_i) = R(c_{i+1}) = R(a_{i+1}) = R(b_{i+1}) = R(c_i) = DN$.

Since

$$\text{Order}(M_i) = [a_i, b_i, c_{i+1}, a_{i+1}, b_{i+1}, c_i],$$

and

$$\text{Msgs}(M_i) = \{[N,N,N,N,N,N], [D,D,D,D,D,D]\},$$

then each of the two tuples

$$[R(a_i)^{(1)}, R(b_i)^{(1)}, R(c_{i+1})^{(1)}, R(a_{i+1})^{(1)}, R(b_{i+1})^{(1)}, R(c_i)^{(1)}]$$

and

$$[R(a_i)^{(2)}, R(b_i)^{(2)}, R(c_{i+1})^{(2)}, R(a_{i+1})^{(2)}, R(b_{i+1})^{(2)}, R(c_i)^{(2)}]$$

is in $\text{Msgs}(M_i)$. Therefore, the assigned histories to the channels of $M_i$ are consistent with $M_i$. This implies the liveness of network $W$ under the assigned histories.

D. Proving Termination
Using Algorithm 2, it is straightforward to show that $W$ terminates properly after an even number \{2, 4, 6, \cdots\} of steps under the assigned histories.

VII. A MATRIX–VECTOR MULTIPLIER EXAMPLE

A. Network
Consider the matrix–vector multiplier described in [8]. It can be used to multiply a band matrix $A_{2q\times n}$ of width $r = 2q − 1$, with a vector $X_{n \times 1}$; see Fig. 3(a). A network
for this multiplier is \( W = < T, S, A > \), where

\( T \) is the network topology in Fig. 3(b),

\( S \) is a set of communicating finite state machines \( \{ M_1, \cdots, M_r \} \), where \( M_i, i = 1, \cdots, r \), is the communicating finite state machine defined in Fig. 3(c), and

\( A \) is the network assignment that assigns to each position \( p_i \) in \( T \), the communicating finite state machine \( M_i \) in \( S \), \( i = 1, \cdots, r \).

The following is an informal explanation on how \( W \) performs a matrix-vector multiplication.

Initially, each channel in the array has a null message. The elements of vector \( X \) and matrix \( A \) are entered into the array via its external input channels as follows.

1) The \( n \) elements of vector \( X \) are entered via channel \( b_1 \) as \( n \) data messages, with a null message being inserted between any two of them.

2) Zero values are entered via channel \( c_{r+1} \) as data messages, with a null message being inserted between any two of them.

3) The elements of matrix \( A \) are entered via channels \( a_1, \cdots, a_r \). Elements of the main diagonal are via channel \( a_q \). Elements of the subdiagonal with distance \( i \) to the right (left) of the main diagonal are entered via channel \( a_{q-i} \) (\( a_{q+i} \)). In each case, the (sub)diagonal elements are entered as data messages with a null message being inserted between any two of them.

The processor assigned to position \( p_i \), \( i = 1, \cdots, r \), executes, over and over, the following routine.

1) It receives one message from each of its input channels \( a_i, b_i, \) and \( c_{i+1} \).

2) If all the received messages are data,

then it multiplies the values received from channels \( a_i \) and \( b_i \) and adds the product to the value received from channel \( c_{i+1} \); it then sends the result via channel \( c_i \) and forwards the value received from channel \( b_i \) via channel \( b_{i+1} \).

else { only the message received from channel \( b_i \) \( (c_{i+1}) \) is data, while the other two received message are null *}

it forwards the messages received from channels \( b_i \) and \( c_{i+1} \) via channels \( b_{i+1} \) and \( c_i \), respectively.

Elements of the vector that results from multiplying \( A \) with \( X \) are produced by the array as data messages at the external output channel \( c_1 \).

**B. Channel Histories**

We assign the channels in \( W \) the following histories:

For \( i = 1, \cdots, q \),

\[
H(a_i) = N[2q - i] ;DN[i + n - q] ;N[\infty],
\]

\[
H(b_i) = N[i] ;DN[n] ;N[\infty],
\]

and

\[
H(c_i) = N[2q - i + 1] ;DN[n] ;N[\infty].
\]

For \( i = q + 1, \cdots, r \),

\[
H(a_i) = N[i] ;DN[n + q - i] ;N[\infty],
\]

\[
H(b_i) = N[i] ;DN[n] ;N[\infty],
\]

and

\[
H(c_i) = N[2q - i + 1] ;DN[n] ;N[\infty].
\]

C. Proving Liveness

We use Algorithm 1 to show that the histories assigned to the channels of \( M_i \) are consistent with \( M_i, i = 1, \cdots, r \). We carry the proof for the machines in the first half of the array, i.e., \( M_i, i = 1, \cdots, q \). (The proof for the other machines is similar.)

Each \( M_i, i = 1, \cdots, q \) in \( S \) has three input channels, \( a_i, b_i, \) and \( c_{i+1} \), and two output channels, \( b_{i+1} \) and \( c_i \), with the following assigned histories:

\[
H(a_i) = N[2q-i] ;DN[i+n-q] ;N[\infty],
\]

\[
H(b_i) = N[i] ;DN[n] ;N[\infty],
\]

\[
H(c_{i+1}) = N[2q-i] ;DN[n] ;N[\infty],
\]

\[
H(b_{i+1}) = N[i+1] ;DN[n] ;N[\infty],
\]

and

\[
H(c_i) = N[2q-i+1] ;DN[n] ;N[\infty].
\]

By removing the leftmost message from the histories assigned to the output channels, we get

\[
H(b_{i+1}) = H(b_i) \quad \text{and} \quad H(c_i) = H(c_{i+1}).
\]

The histories can be written in compatible forms as follows:

\[
H(a_i) = N[i] ;NN[q-i] ;DN[i+n-q] ;NN[q-i] ;N[\infty],
\]

\[
H(b_i) = N[i] ;DN[q-i] ;DN[i+n-q] ;NN[q-i] ;N[\infty],
\]

\[
H(c_{i+1}) = N[i] ;NN[q-i] ;DN[i+n-q] ;DN[q-i] ;N[\infty],
\]

\[
H(b_{i+1}) = N[i] ;DN[q-i] ;DN[i+n-q] ;NN[q-i] ;N[\infty],
\]

and

\[
H(c_i) = N[i] ;NN[q-i] ;DN[i+n-q] ;DN[q-i] ;N[\infty].
\]
From Algorithm 1, the reduced histories of the above histories can be written as follows:

\[ R(a_i) = NNNDNNN, \]
\[ R(b_i) = NDNDNNN, \]
\[ R(c_{i+1}) = NNNDNNDNN, \]
\[ R(b_{i+1}) = NDNDNNN, \]

and

\[ R(c_i) = NNNDNDNN. \]

It is clear that for \( j = 1, \ldots, 8 \), \( [R(a_i)^{(j)}, R(b_i)^{(j)}, R(c_{i+1})^{(j)}, R(b_{i+1})^{(j)}, R(c_i)^{(j)}] \) is in \( \text{Msgs}(M_i), i = 1, \ldots, q \). Hence, the histories assigned to the channels of \( M_i \) are consistent with \( M_i \). This implies the liveness of \( W \) under the assigned histories.

D. Proving Termination

Using Algorithm 2, it is straightforward to show that \( W \) terminates properly in \( 2q + 2n \) steps under the assigned histories.

VIII. A SEARCH TREE EXAMPLE

A. Network

Consider the search tree discussed in [9]; it can be defined by the network \( W = < T, S, A >, \) where

\( T \) is the network topology defined in Fig. 4(a) with positions \( p_{i,j}, i = 1, \ldots, r \) and \( j = 1, \ldots, 2^{i-1} \),

\( S \) is a set of communicating finite state machines \( \{ M_{i,j} \mid i = 1, \ldots, r, \) and \( j = 1, \ldots, 2^{i-1} \} \),

where \( M_{i,j} \) is defined in Fig. 4(b) and (c) and

\( A \) assigns to each position \( p_{i,j} \) in \( T \), the communicating finite state machine \( M_{i,j} \) in \( S \), \( i = 1, \ldots, r \), and \( j = 1, \ldots, 2^{i-1} \).

First, we give an informal explanation on how \( W \) operates as a search tree.

As shown in Fig. 4(a), the network topology of \( W \) consists of a balanced binary tree whose leaves are connected together into a linear queue. Each processor assigned to a leaf position stores one value. Initially, each leaf processor stores a “+\( \infty \)” value, and each \( a_{i,j} \) or \( b_{i,j} \) channel has a null message, and each \( c_i \) or \( d_i \) channel has a data message whose value is “+\( \infty \).”

To insert a value “\( a \)” into the tree, a data message whose value “\( \text{insert}(a) \)” is entered into the external input channel \( a_{i,1} \). This message is broadcast down the tree to each leaf processor. The appropriate leaf processor stores this value “\( a \)” instead of its previous value, and sends back an acknowledging data message whose value is “+\( \infty \).” Each of the other leaf processors does not store “\( a \),” but sends back an acknowledging data message whose value is “+\( \infty \).” The acknowledging data messages climb the tree and are merged together, until they are delivered as one acknowledging message with value “+\( \infty \)” via the external output channel \( b_{1,1} \). The reception of this message from channel \( b_{1,1} \) indicates the completion of the “\( \text{insert}(a) \)” operation.

To extract the smallest value, in the tree, that is greater than or equal to a given value “\( b \),” a data message whose value is “\( \text{extract}(b) \)” is entered into the external input channel \( a_{i,1} \). This message is broadcast down the tree to each leaf processor. The appropriate processor sends back its current value as a data message. Each of the other leaf processors sends back an acknowledging data message whose value is “+\( \infty \).” The tree filters out the value sent by the appropriate leaf processor and delivers it to the external output channel \( b_{1,1} \).

The routine executed by the processor assigned to a
nonleaf position \( p_{i,j} \) (\( i = 1, \ldots, r - 1, \) and \( j = 1, \ldots, 2^{i-1} \)) is as follows.

1) It receives one message from each of its input channels, \( a_{i,j}, b_{i+1,j-1}, \) and \( b_{i+1,j} \).

2) It then sends copies of the message that it received from channel \( a_{i,j} \) via channels \( a_{i+1,j-1} \) and \( a_{i+1,j} \).

3) If the two messages received from channels \( b_{i+1,j-1} \) and \( b_{i+1,j} \) are null messages

   then it sends a message via channel \( b_{i,j} \)

   else \{ * the messages received from channels \( b_{i+1,j-1} \) and \( b_{i+1,j} \) are data messages * \}

   it sends the smaller of the two received values via channel \( b_{i,j} \).

The routine executed by the processor assigned to a leaf position \( p_{i,j} \) (\( i = r, \) and \( j = 1, \ldots, 2^{i-1} \)) is as follows.

1) It receives one message from each of its input channels, \( a_{i,j}, c_{j}, \) and \( d_{j} \).

2) **case** message received from channel \( a_{i,j} \) of

   a) **null message:**

      the processor sends a null message via channel \( a_{i,j} \)

   b) **insert**(a):

      if \( v_{i-1} < a \) and \( v_{i} > a \), where \( v_{i-1} \) is the value received from channel \( c_{j} \), and \( v_{i} \) is the value stored in the processor

      then the processor stores \( "a" \) instead of \( "v_{i}" \) and sends an \( \infty \) value via channel \( b_{i,j} \) as an acknowledgment

   else if \( v_{i-1} > a \), where \( v_{i-1} \) is the value received from channel \( c_{j} \)

      then the processor stores the value \( v_{i-1} \) instead of its previous value \( v_{i} \), and sends an \( \infty \) value via channel \( b_{i,j} \) as an acknowledgment

   else \{ * \( v_{i} < a \) \} where \( v_{i} \) is the value stored in the processor \}

      the processor keeps the value \( "v_{i}" \) as it is, and sends an \( \infty \) value as an acknowledgment

   c) **extract**(b):

      if \( v_{i-1} < a \) and \( v_{i} > a \), where \( v_{i-1} \) is the value received from channel \( c_{j} \), and \( v_{i} \) is the value stored in the processor

      then the processor stores the value \( v_{i} \) instead of its previous value \( v_{i-1} \), where \( v_{i+1} \) is the value received from channel \( d_{j+1} \), and sends \( "v_{i}" \) via channel \( b_{i,j} \) as an acknowledgment

   else if \( v_{i-1} \geq b \), where \( v_{i-1} \) is the value received from channel \( c_{j} \)

      then the processor stores the value \( v_{i+1} \) instead of \( "v_{i}" \) where \( v_{i+1} \) is the value received from channel \( d_{j+1} \) and \( v_{i} \) is the value stored in the processor, and sends an \( \infty \) value via channel \( b_{i,j} \) as an acknowledgment

   else \{ * \( v_{i} < b \), where \( v_{i} \) is the value stored in the processor \}

      the processor keeps the value \( "v_{i}" \) as it is, and sends an \( \infty \) as an acknowledgment

3) In each of the above cases, the processor sends the value stored in it via channels \( c_{j+1} \) and \( d_{j} \).

**B. Channel Histories**

We assign the channels in \( W \) the following histories:

For \( i = 1, \ldots, r, \) and \( j = 1, \ldots, 2^{i-1}, \)

\[
H(a_{i,j}) = N[i] ; D[k] ; N[\infty],
\]

\[
H(b_{i+1,j-1}) = N[2r-i] ; D[k] ; N[\infty],
\]

and

\[
H(b_{i+1,j}) = N[2r-i] ; D[k] ; N[\infty],
\]

where \( k = 1, 2, 3, \ldots \)

For \( i = 1, \ldots, 2^{r-1} + 1, \)

\[
H(c_{i}) = D[\infty],
\]

and

\[
H(d_{i}) = D[\infty].
\]

**C. Proving Liveness**

We use Algorithm 1 to show that the set of histories assigned to the channels of \( M_{i,j} \) is consistent with \( M_{i,j}, i = 1, \ldots, r, \) and \( j = 1, \ldots, 2^{i-1} \). We carry the proof for the nonleaf machines, i.e., \( M_{i,j}, i = 1, \ldots, r - 1, \) and \( j = 1, \ldots, 2^{i-1} \). The proof for the leaf machines is similar.

Each \( M_{i,j}, (i = 1, \ldots, r - 1, \) and \( j = 1, \ldots, 2^{i-1} \) in \( S \) has three input channels \( a_{i,j}, b_{i+1,j-1}, \) and \( b_{i+1,j}, \) and three output channels \( a_{i+1,j-1}, a_{i+1,j}, \) and \( b_{i,j} \) with the following assigned histories:

\[
H(a_{i,j}) = N[i] ; D[k] ; N[\infty],
\]

\[
H(b_{i+1,j-1}) = N[2r-i] ; D[k] ; N[\infty],
\]

\[
H(b_{i+1,j}) = N[2r-i] ; D[k] ; N[\infty],
\]

\[
H(a_{i+1,j-1}) = N[i+1] ; D[k] ; N[\infty],
\]

\[
H(a_{i+1,j}) = N[i+1] ; D[k] ; N[\infty],
\]

and

\[
H(b_{i,j}) = N[2r-i+1] ; D[k] ; N[\infty],
\]

By removing the leftmost messages from the histories assigned to the output channels, then writing the histories in compatible forms, we get the following histories. (There are three cases depending on whether \( k \) is less than, equal, or greater than \( 2r - 2i \).

**Case 1** \( k < 2r - 2i \):

\[
H(a_{i,j}) = N[i] ; D[k] ; N[2r-2i-k] ; N[k] ; N[\infty],
\]

\[
H(b_{i+1,j-1}) = N[i] ; N[k] ; N[2r-2i-k] ; D[k] ; N[\infty],
\]

\[
H(b_{i+1,j}) = N[i] ; N[k] ; N[2r-2i-k] ; D[k] ; N[\infty],
\]
We have presented two algorithms to decide liveness and termination properties for networks of communicating finite state machines that model systolic arrays. We have demonstrated the usefulness of these algorithms by using them to establish the liveness and termination properties for some systolic array examples taken from the literature. Besides the four examples discussed in this paper, we have used the algorithms to verify two more examples, namely a hexagonal array for matrix multiplication [8], and a "triangle-like" array to perform dynamic programming [6]. The details of these two examples were similar to those already discussed in the present paper.

The communicating finite state machines discussed in this paper exchange only two types of messages, namely data $D$ and null $N$. Although these machines seem adequate for modeling systolic arrays, our results, especially Algorithms 1 and 2, can be extended in a straightforward fashion to include machines that exchange many types of messages (but still satisfy the conditions of cyclic and deterministic behavior, fairness, uniformity, and receiving before sending in Section II).

It is interesting to compare our technique to prove liveness for networks that model systolic arrays to that proposed earlier by Gouda and Chang [3], [4] to prove liveness for general networks of communicating finite state machines. Each of the two techniques is at the same time more and less powerful than the other.

1) The technique in this paper is more powerful since it is applicable to networks where the number of machines is a parameter rather than a fixed value. By contrast, the technique of Gouda and Chang applies only to networks with fixed number of machines.

2) The technique of Gouda and Chang is more powerful since it is based on a model of communicating finite state machines that is more general than the one discussed in this paper. In particular, the model in this paper is deterministic, i.e., since each sending node has exactly one outgoing edge, the history of each output channel of a machine is determined uniquely from 1) the machine’s definition, and 2) the history of each input channel of the machine. By contrast, the general model is nondeterministic, and so its liveness properties cannot in general, be established using the algorithm in our paper.

There are two side benefits to the discussion in this paper.

1) The characterization of communicating finite state
machines that model systolic arrays in Section II represents an important step towards the formal characterization of systolic arrays in general. (So far, these arrays have been characterized only informally [8].) In particular, we notice that properties such as the deterministic and cyclic behavior of each machine, and its fair and uniform access to its channels are important characteristics that distinguish systolic arrays from other distributed systems.

2) Channel histories emerge from this paper as a useful specification technique that complements the definition of systolic arrays. For example, once a set \( F \) of histories is proved, by Algorithm 1, to be consistent with a network \( W \), then the histories of external channels in \( F \) complement the definition of \( W \) by specifying the required frequency of pumping data messages into the array.

Finally, we observe that our technique to prove liveness and termination of systolic arrays is based on similar concepts to those used by Ossefort [14] to prove safety properties of the same arrays. In particular, both techniques are based on the concept of “channel histories” or “communication traces.” An interesting problem is to investigate whether these two techniques can be merged into one technique to prove all required properties of systolic arrays.
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