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Projection and Two-View Geometry





















The problem

Given two views of the scene
recover the unknown camera 
displacement and 3D scene

structure

https://commons.wikimedia.org/wiki/File:Notre_Dame_de_Paris_Cathédrale_Notre-Dame_de_Paris_(6094168584).jpg

https://www.tripadvisor.com/Attraction_Review-g187147-d188679-Reviews-Notre_Dame_Cathedral-Paris_Ile_de_France.html



One View

X1

𝜆1𝑥1 = 𝑋1



Two views

X1



Think about how you would solve this problem



Epipolar geometry

• Multiply both sides by the cross product of T [Longuet-Higgins ’81]:

Image
correspondences

• Essential matrix



Mathematical Derivation



Epipolar geometry

Image
correspondences

• Epipolar lines

• Epipoles

Properties (pay attention to geometric interpretations):



Singular-Value Decomposition

Check Wikipedia for more details 
https://en.wikipedia.org/wiki/Singular_value_decomposition



Characterization of the Essential Matrix

• Essential matrix Special 3x3 matrix

[Ma et al. 
Invitation to 3D Vision]
See notes for details]



Characterization of the Essential Matrix

• Space of all Essential Matrices is 5 dimensional

– 3 Degrees of Freedom - Rotation

– 2 Degrees of Freedom – Translation (up to scale!)

• Decompose essential matrix into R, T

• Given feature correspondences, a straightforward approach is 
to find such Rotation and Translation that the epipolar error is 
minimized – nonlinear optimization 



Pose recovery from the Essential Matrix

Essential matrix

Again, please either refer to the
Invitation to 3D vision book or
the course notes



Estimating essential matrix

• The eight-point linear constraint

– Essential vector

– Vectorized correspondence

– Linear constraint



Estimating essential matrix

• The eight-point linear constraint

– Multiple correspondences

– More than 8 ideal correspondences

– Due to noise, choose the eigenvector of ATA that 
correspondences to the smallest eigenvalue:



Projection to the space of essential matrices

There is a general theorem that is 
widely used in low-rank matrix recovery



The eight-point method



The eight-point method



Camera Calibration





Overview

• Calibration with a rig (Checkborad for 
example) 

• Uncalibrated epipolar geometry 

• Ambiguities in image formation 

• Stratified reconstruction 











Uncalibrated Epipolar Geometry
(not required) 













What Does F Tell Us? 

• F can be inferred from point matches (eight-point algorithm) 

• Cannot extract motion, structure and calibration from one 
fundamental matrix (two views) 

• F allows reconstruction up to a projective transformation 

• F encodes all the geometric information among two views 
when no additional information is available 



Comments 

• Without prior knowledge about the underlying 3D 
environment, one can only obtain Projective 
reconstruction rather than Euclidean reconstruction 

• With prior knowledge about the underlying 3D 
environment (planar structures in particular), we can 
still perform Euclidean reconstruction 



Multi-View Structure from Motion

http://www.cs.cmu.edu/~16385/s18/lectures/lecture12.pdf



Projective structure from motion



Projective structure from motion



Sequential structure-from-motion



Sequential structure-from-motion



Sequential structure-from-motion



Bundle adjustment



Large-scale structure from motion

http://www.cs.cmu.edu/~16385/s18/lectures/lecture12.pdf





Photo Tourism 



Input: Point correspondences 



Feature detection



Feature matching



Feature matching



Correspondence estimation



Image connectivity graph



Structure from motion



Global structure from motion



Doing bundle adjustment



Initialization: Incremental structure from 
motion 



Incremental structure from motion 



Final reconstruction 



Next lecture

Stereo Reconstruction


